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Introduction

The goal of the project No.2 is to develop the scientific expertise of the next
generation IT systems by researching and further developing novel competitive
modetbased information technologies and theipplications in modern web
environment and to transfer the created expertise and technologies to concrete
domains of Latviads economics, as wel | as
study process.

The main tasks dhe stage 4re:

1 Furtherdevelopment of data ontology depiction methods and approbation on real
medical data.

1 Research of ontologpased linked data and further development of their
application in eGovernment and-Medicine domains.

T Fast guery |l anguage Wlnicg &niverstys Hospitay on Ch
data.

1 Further development of wdiiased methods for modeling of hacdformalize
systems

1 FrameNetmicro-relation ontology formalization in the form &MR (Abstract
Meaning Representatiorgand development of appropriat@achine learning
methods for semantic analysis of text. Research of application of these
innovative methods in other areas, e.g., text generation and robotics.

1 Development of methods for transformation of knowledge structures and
approbation of th@rototype of intelligent structural modelling tool 14S 2.0 in the
study process for working with knowledge structures (concept maps)

1 Development, combination, and usage of knowledge structure models for
decision making in mukagent systems and intelligemtoring systems

1 Model, process, enterprise architecture and other knowledge/artefact
amalgamation in FREEDOM framework and development of the methodics for
requirements engineering knowledge/artefact maintenance and distribution

1 Improvement and approban of the framework and methodology for integration
of semantic web services in traditional web portals for usage in various problem
domains

1 Development of experimental data visualization and browsing software
accordingly to theapabilities of thenfrastructure of the monitor wall.

1 Further development of the runtime verification methods by building the ticket
reservation systemO6s runtime verificatior

1 Longderm technological prognosis for R&D directions developed in the project

The goal of lhis report is tasummarizeéhe main scientific and practical resultisthe
pr oj ect &sandsdasaimheresult of the curremeporting periodstage 4) in
more detailsThe parts of scientific results which are adequately presented in the
corresponding publications will not be described in detail in this report.



2.1. Ontology based tools for knowledge analysis and mining
semantics of natural language

The Section2.1 describes scidific results of SOPHIS prograrRroject No. 2 that
were obtained by the researchers of limgtitute of Mathematics and Computer
Science (IMCS) University of Latvia (UL) .

The studies were focused on tiesearch and developmegit

1 the ontologybased modelling technologies and tools for knowledge analysis
suitable for web environment;

1 methods of semantic web and computational linguisticsinderstanding data
collected in a natural languagsuch as FrameNet situation formalization
together with CDC (Cross Document-@gference) approach.

2.1.1. Research and developmenbf the ontologybased modelling technologies
and tools for knowledge analysis suitable for web environment

2.1.1.1. velopment of the ontology and web technologybased adhoc query
language(stages 13).

In the year 2014 (stage 1) thewvglopment of the theoretical background for the
ontology and web technologipased athoc query languagleas been carried ouso
cal l-Adwa3probl em has been explored:

1) how to depict a data ontology for it to be easily understandable by a domain
expert;

2) how to use such ontology as a base, on which one can buildoazsy
guery language that can be exploited by the domgieré directly (without involving
a programmer);

3) how to implement such a language efficiently so that one can get answers to
typical queries in time less than a second (on data volume of several GBs, e.g.,
Children'"s Clinical Yane yearrdata)Theyresit® lsapei t al 0 s
been described ifi].

The cevelopment of the ontologyand web technologipased controlled natural ad

hoc query language which can be used directly byused (without involvement of

the programmerhas beerstarted The first and most essential result: we have found
six controlled natural language query templates (supplemented with a formal concept
of scalar expression) that covers practically athad queries one can think of for
needs of hospital management (weuass the managers have sufficient MS Excel
skills). We have tested this hypothesis on real CCUH data (year 2014) and real
gueries that were needed to generate the review and analysis of year 2014 in one
particular CCUH clinic (intensive therapy clinic). Thexperiment approved the
hypothesig 100% of necessary query coverage was achiduetie yeaa 2015and

2016 (stage 2and 3 of the projectthe cevelopmenthe fast adhoc query language
continued. he adhoc querying process is slow and error prone due to inability of
business experts of accessing data directly without involving IT experts. The problem
lies inthe complexity of means used to query data. Néseproposed a new natural



language and samistar ontologybased adhoc querying approach which lowers the
steep learning curve required to be able to query data. The proposed approach
shorters the time needed to master thelamt querying and to gain the direct access

to data by business experttyus facilitating the decision making process in
enterprises, government institutions andeotbrganizationsWe have alsgropose

an efficient implementation architecture for the parallel execution -tfoadqueries

based on distributed granular ontaksy Approbationof the languagevas performed

on data of year 2015 of Riga Childrenos
intensive care ward. Answers to allladc queries that were formulated for the needs

of analysis of operation of the int@we care ward in year 2015 were obtained using

the proposed query language in online mode. When the necessary question was
formulated in natural language it took couple of minutes to reformulate it in the
proposed language. All the queries were executdess than 0.3 seconds on average

for the data amount of one typical hospital in Latvidnis would match the
performance of about 1 second per query if we took data from all the hospitals in
Latvia (and take into account the potential to execute they guadzulation process in
parallel)These results are described in more detd2jr8, 4. Additionally, we have
introduced a new construct within the fast query languadbe view definition
mechanisni, and we have implemented it efficiently. This nature allows end

users to create new subclasses of ontology classes by defining them using only
constructs of the query language. The prototype offdbe adhoc querysystem is
available upon request the IMCS, UL. In the year 2016 (stage 3) tlevelopment

of data access control mechanism based on data ontologies and web technologies, to
be used for the implementation of tiast al-hoc query languageas been carried out.

This mechanism uses an extended concept of a user role, where accesareights
being defined using slightly extended facilities of the query language itself. The
proposed access control mechanism permits to define in a simple way all typical
access constraints in medical domain, that e.g. a Responsible Physician can see only
data of the patients which have been treated by him, a ward manager can see data for
patients being treated in the ward managed by him etc. A research has been done also
to evaluate the impact of the access right application on query system performance,
the expected slowdown is no more than 0.5 seconds on a query execution.
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2.1.1.2. 2velopment of the web technologpased tool building technologies and
methods for modeling of complex, hareto-formalize systemgstages 13).

In the year 2014 (stage 1) tHevelopment of the wetechnologybased tool building
technologies and methods for modeling of complex, t@fdrmalize systemd$as
started We have developed experimental graphical-molding platform that can be
used to modelling in web such systems that are difficufotimalize. The platform
provides interactivity, collaboration, different machines support (computers, tablets,
and smartphones), reactivity and live HTMLDevelopment of metamodel
specialization methods and their application to building of domain spéaiigpage

tools for web environment. In the year 2016 (stage i3va metamodeling methdd

the metamodel specialization methiotias been developed. This method is based on
standard UML facilitiesi class diagrams, class and association specialization and
OCL constraints. An application of metamodel specialization method to building
graphical DSL tools has been developed. This application results in a new kind of a
platform for building DSL toolslt permits to build a complete definition of the
chosen DSltool by adding appropriate OCL constraints. To compare, for traditional
metamodel instantiation applications when building a more complicated DSL tool, as
a rule it is necessary to dive into the internal implementation model of the
corresponding universaéngine, thus making the platformsage much more
complicated. Rsearch results have been published ji2[ 3, 4, b
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2.1.1.3 Research of the ontologsbased linked data technologies for applications
of e-government and ehealth (stage 1)

In the year 2014 (stage 1) thesearch of the ontologyased linked data technologies

for applicatioms of egovernment and-bealth has startedConclusion: Use&ases of
ontology-based linked data grow fairkapidly in the world (around 30% in a year).
These us&ases are generally based on open data in form of RDF, they mainly refer
to providing different (not known a priori) research, statistics, reviews.

2.1.14 Further development of data ontology depictio methods and
approbation on real medical data(stage 4)

When we think about the various data representation formats from which to choose,
several options can be available. One of the most exploited data storage formats is the
relational database, becausially the data can indeed be represented in the form of
ER model. If we choose to use this data storage format, we are later able to query the
ontology using the SQL as a query language. This is a common solution, and thus it is
quite easily to implement.

However, we must take into account not only the ease of implementation of the
chosen solution, but also its friendliness to-esdrs that are not IT specialists. In this
project we are focusing our attention on healthcare professionals (managers and
physicians) as main types of users of our system, so we cannot assume that for them
the ER model would be the best representation of healthcare data in a natural and
understandable way. Since ER model is almost never granular (naturally dividable
into dat slices), it is usually not easily understandable by-programmers [1].
Moreover, regardless of the fact that the SQL language was initially designed to be
used by standard enders, hardly any neprogrammer has nowadays acquired the
necessary skillso be able to understand SQL queries, not to mention writing them
himself.

Therefore we have to cope with at least two challenges: 1) how to depict the data
ontology to be easily understandable by healthcare professionals; 2) how to develop a
guery languag based on this representation of the underlying data ontology, such that
a healthcare professional could formulate queries himself and understand their



answers. Finally, if we had developed such a-trsemdly query language, we would

then encounter alsthe third challenge: how to implement the query language

efficiently enough in order to get the answer to a sufficiently wide class of queries in a
reasonable time. These three challenges together form-theadol ed A3 Howo pr o
which we have describad more detail in our previous work [1].

If we now think about the most suitable format for storing healthcare data, we should
look at how these data were stored before they were digitalized. When the information
about patients was filled in by hand, haafs used sealled patient cards where each
patient had his separate card and each card contained information about each
occurrence of this patient in the hospital, and each occurrence contained information
about the treatments provided for the patierthia particular occurrence and so on.
This division into smaller and smaller subdivisions is a very natural way of storing
healthcare data, and it is also very familiar to healthcare professionals. Therefore we
have chosen exactly such structure to bebtms of the data ontology that solves the

first chall enge of the abovementioned @ 3Hc
known in |iterature as the reversed star
characteristics of t heer sceldad0s i[c2]st alrn dscecider
situations we always have one centr al cl a:

which several paths can lead to other connected classes having the relation one

many, as can be seen in Fig. 2.1.1.1 It is also knoanathy database organized in

the third normal form can be converted to a reversed star schema thus making the
reversed star ontologies very powerful [3]. In addition to classical reversed star
ontologies we also allow adding classes outside the star defmteegisters and
classifiers (classes ACPhysiciano, ACDi agnh
We call such enriched ontologies the semistar ontologies, and we have described them

in detail in several publications [1;4. The simplified versio of a semistar ontology

seen in Fig. 2.1.1.1 has been introduced f
Hospital (RCCUH).

AdmissionDiagnosis DischargeDiagnosis

diagnosis :CDiagnosis diagnosis :CDiagnosis

nr :Integer nr :Integer CPhysician
* personCode :String
name :String

Patient HospitalEpisode M surnama :String
persnnCode -String referningPhysician CPhysician attendingPhysician :
name.Str_\ng_ * |responsiblePhysician :CPhysician * Cth§|C|§n
surname :String admissionTime :DateTime ward :String ] i 3
gender :{male, female} dischargeTime ‘DateTime arrivalTime :DateTime CDlﬂgnosls
birthDate :Date: Ao e fe L, (e ses), Giis transferTime -DateTime code :String
familyDoctor :CPhysician totalCost -Decimal nr -Integer name “String
x caseRecordNr :Integer .
OutpatientEpisode Manipulation CManipulation
visitDate ‘Date " " - z code :String
, o] tientDiagnosis manipul “CManipulation =1
v!sthuratmm,[_)uratmn * diagr:gg:'CDiagnogis startingTime DateTime name.Str_mg
visitCost :Decimal g er- endingTime -DateTime cost :Decimal
physician :CPhysician Anteg
Figure2.1.11 . Semi star ontology exploiterq

Hospital.

Generally speaking thesemistar ontologies have only one type of associations

between basic classes (the ones forming thé stapicted with yellow background in

Fig. 2111t he fAhaso relation (e.g. Patient has
has TreatmentWards etc.). Asentioned above, besides basic classes a semistar

ontology usually also contains other classes called the classifiers (depicted with white
background in Fig. 2.1.1.1). Associations between basic classes and classifier classes

are coded as attributes (efgmilyDoctor: CPhysician).



Semistar ontology is a practically important and expressive subset of all data
ontologies, and practical usases often exploit exactly this type of ontologies. As

can be seen in Fig. 2.1.1.1, hospital ontology viewed fronepati s 6 and physic
point of view comes out to be a semistar ontology. Our experience shows that even in

more general cases, when some ontology is not a semistar ontology, one can usually

find an important subset of it to comply to principles of semistdaology. We can

always think of a semistar ontology as of a subgeiEinted ontology where the role

of the subject can be performed by a patient (in case of the medical domain), a
customer (in case of some service domain), etc.

We allow attributes of [sac classes to have two kinds of data tyjp#se primitive
types and the classifiers. We use the following predefined data types and operations:

- Integer (e.g. 75,75), Real (e.g. 0.7575.0), operations: +, *, /;
- Boolean (true, false), operationsdawor, not;
- String (e.g. Aabco), operations: substri
- Date (e.g. 2015.06.17), unary operations: year(), month(), day(), dayOfWeek(),
binary operation: (e.g.2015.06.172015.05.12 = 1M5D);
- DateTime (e.g2015.06.17T10:45), unary operations: year(), month(), day(),
hour(), minute(), second(), date(), binary operatiqsubtraction)
- Duration (e.g. 3Y4AM5DT6H7M30.25S)nary operations: years(), months(),
days(), hours(), minutes(), seconds().

A very important concept here is tladtribute expressianin the simplest case the
attribute expression is just any attribute found in the ontology. If some attailmate

a classifier class as its data type and this classifier class has some trifberealso
a.kdenotes a valid attribute expression, and its data type will be that of atkilhiuxe

is an instance of some class, for which attrilauie defined, then alse.a (or x.a.k if

type ofais a classifier class) denotes a valid attritexpression. We can build more
complex attribute expressions from simpler ones using the abovementioned
operations allowed for the given data types. Some examples of attribute expressions:
personCodge x.personCode, x.familyDoctor.surnamex.admissionTime.amth(),
(dischargeTimeadmissionTime).days@fc.

We can now compare two attribute expressions (or constants) to atbtdonte
conditions e.g.personCode=25028%0507 x.personCode=2502850507,
personCode.substring(1,4)=250fschargeTimeadmissionime>25d(meaning’ 25
days),x.birthDate.year()>=1985familyDoctor<>nil (a family doctor exists), etc.

Attribute expressions and attribute conditions are one of the most important concepts
in the process of developing the controlled natural langbageduserfriendly query
language that exploits the underlying semistar data ontology.

The ontology seen in Fi@.1.11 is a very simplified version of data ontology really

used in Riga Childrenés Clinical Uni ver si
conssts of 25 classes and 142 attributes, and it can be seen bR (this is the

actual ontology, therefore all the names are in Latvian).
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Figure2.1.12 . Real ont ol ogy used in Riga

Semistar ontologies al®y their nature granular, thatiighey can be naturally divided

into slices [1, 4] where each slice contains concluded information about one particular

patient. This feature allows developing a new kind of querying language that would

solve the secondhcal | enge of the abovementioned A3H
above, the language would be based on a controlled natural language, and it would

use concepts from the underlying semistar ontology which is familiar to the domain

experts who will later work wit the language.
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2.1.15 Research of ontologybased linked data and further development of their
application in e-Government and eMedicine domains(stage 4)

2.1.15.1 Linked Data

Linked Data is a set of principles for publishing machie®&dable information on the

web while enabling information interlinking, uniform data access and information
integration. This is achieved using commonly accepted standards such as RDF
(Cyganiak etl., 2014).

This report uses the original formulation of Linked Data principles defined by Tim
BernersLee (Bernerd_ee, 2006):

1. Use URIs as names for things (Masinter et al., 2005);

2. Use HTTP URIs so that people can look up those names (Fieldind @&,

3. When someone looks up a URI, provide useful information, using the
standards (RDF*, SPARQL);

4. Include links to other URIs. so that they can discover more things.

Principle 1 recommends the use of global, standardised identifiers when referring to
samething. Principles 2 and 3 say that HTTP URIs need to be used so that data is
published on the web and that, when asked, the server should provide useful
information about the "thing" identified by a given URI, expressed as RDF data.
Principle 4 recommersdincluding (referencing) other HTTP URIs in the data so that
these links can be followed and additional information can be discovered.

The use of RDF (Resource Description Framework) graph model for representing
Linked Data allows data consumers to semmsly integrate information coming for
multiple sources or distributed over the web (Cyganiak et al., 2014). When Linked
Data is applied to data published on the web the result is a Web of Data, based on
standards and a common data model. This makes sibp@do implement generic
applications that operate over the complete data space (Heath and Bizer, 2011).

The information represented in RDF can be queried using the SPARQL query
language (Harris, S., & Seaborne, 2013). There exist multiple tools thaelfausers
formulate SPARQL queries without writing query language code, for example, by
defining queries visually in ViziQuer
natur al | anguage and faceted browsing i

This study exanmes the use of Linked Data inRGovernment and-®ledicine and
challenges associated with it. Since many of these challenges are independent of a
particular domain this study examines them separately before going into the details of
any particular domain.

By the use of Linked Data we understand the publishing and consuming of
information according to Linked Data principles. As a part of the study into the use of
Linked Data we also refer to other, related Semantic Web technologies and standards.
However, de&iled examination of Semantic Web technologies other than Linked Data
is outside the scope of this study.
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Use of Linked Data: Open vs. Closed

When discussing Linked Data most publications and web articles refer to the open,
public use of Linked Data puHishing information on the web according to Linked
Data principles. Information on open Linked Data projects and applications is readily
available and, where relevant, is included in this document.

There are, however, domains where not all information beagublic or even where
most of the information is limited access and may have privacy and confidentiality
implications. This includes both areas covered by this répeiGovernment and-e
Medicine.

In these domains, we should distinguish betweenrkinads of Linked Data:

1 open Linked Datg the use of Linked Data on the public web;
1 closed Linked Dat®g the use of Linked Data in a closed, limited access
environment such as government or corporate intranet.

Linked Data principles can be applied in batises but only open datasets will be
publicly available and useable by everyone. In the closed scenario data is still
published and consumed according to Linked Data principles but access to it is
limited to authorised users and applications. To ensisediganisations will need to

apply access control techniques to Linked Data. These techniques are discussed
further in report (SectioBince thes&alidation languageare new, there is a potential

for developing tools that support them. The existing expertise of IMCS in visual
notations and tools for ontologgnd RDFbased systems such as ViziQuer may also
be applied to RDF edaktna wal iadla.t,i oh0 1t70)o.1 sAn(
application would be visual tools for defining and visualizing RDF data shape
constraints.

Linked Data Access Contro).

Further implications of closed Linked Data aliscussed in (Cobden et al., 2011). Its
authors recognise that closed Linked Data may be necessary in some cases (where
datasets may not be published openly) and warn that poor implementations of closed
Linked Data and access control may break URI resdityaband affect the
interlinking and reuse of such datasets.

2.1.15.2. The Web of Data and Linking Open Data initiative

A significant number of individuals and organisations have adopted Linked Data as a
way to publish their data and to link thedatasets to one another. The result is a
"distributed webscale database" commonly referred to as the Web of Data. In
contains large amounts of information on all sorts of topics including information
about people, creative works, healthcare (drugs, getiescal trials) and online
communities eath & Bizer, 2011

The Web of Data can be illustrated as a graph of connected datasets published as
Linked Data. Its origins lie in the W3C Linking Open Data (LOD) préjéciring

1 http://esw.w3.org/topic/SweolG/TaskForces/CommunityProjects/LinkingOpenData



which a "grassroots" Linked e community selbrganized in order to identifying
existing data sets available under open licenses, convert them to RDF according to the
Linked Data principles, and to publish them on the Wédath & Bizer, 2011 As a

result, initially, a small core sef Linked Data datasets appeared as can be witnessed
in the LOD "cloud" graph from 10 years ago (May 2007)

RDF Book
Mashup

@

Figure2.1.21: Linking Open Data cloud diagram, May 2007, by R.Cyganiak and
A.Jentzsch. http://lo@dloud.net/

The LOD project is open tanyone who publishes data according to Linked Data
principles and interlinks their dataset with other LOD datasets. This openness is
probably a factor in the success of this project in bootstrapping the Webaotbt

in its phenomenal growth.

According b a 2014 survey, in April 2014 the web of Linked Open Data consisted of
1014 datasets covering various domains. The most popular domains by the number of
datasets are shown in Tabk1.21. More detailed information can be found in
Schmachtenberg et a2014

Topic Datasets %
Government 183 18.0%
Publications 96 9.5%
Life sciences 83 8.2%
Usergenerated content 48 4.7%
Crossdomain 41  4.0%

Table2.1.21: Top five LOD datasets by domain, in 2014 (Schmachtenberg et al.,
2014).

The LOD "cloud" diagram, shown in Figu&1.22, depicts the largest connected
LOD component as of April 2014. It consists of 570 datasets connected to one another
and covering various domains (indicated by the color of nodes).

2 http://lod -cloud.net/



Crawlable Linked Datasets as of April 2014

Figure2.1.22: Linking Open Data cloud diagram, April 2014
(Schmachtenberg et al., 20%4)

At 500+ datasets, the LOD "cloud" diagram is no longer readable and, if interested,
we recommend the reader to refer to the SVG version of the diagiaene every

node is "clickable" and leads to the relevant dataset description (in datahub.io open
data catalogue).

The LOD "cloud" is formed around core datasets that the project was started with. In
2014, the largest (in terms of size) and most pofdutaierms of dataset interlinking)
LOD datasets were:

1 DBPedia ¢ a large, communitgenerated knowledge base that is
automatically extracted from Wikipedia (Bizer et al., 2009). It is the most
popular Linked Data resource and contains information about various topics
(mirroring the topics covered in Wikipedia);

1 GeoNanes - a large, open geographical database (available under a creative
commons attribution license). It covers more than 10 million geographical
names. Other projects often refer to GeoNames as a reference for
placenames and their geographical coordinates.

Wikidater is another large Semantic Web resource related to Wikipedia. It is a
communitydeveloped knowledge base of Wikipedia and central data management
system used by Wikipedia and its sister projects. By 2014 it had collected data on

3 http://lod -cloud.net/state/state_2014/

4 http://lod -cloud.net/versions/20148-30/lod-cloud_colored.svg
5 http://wiki.dbpedia.org/

8 http://www.geonames.org/

" https://www.wikidata.org



more than 15 mililon entities and over 34 million statements about these entities

(Erxleben et al., 2014). Unlike DBPedia, which is a secondary source derived from
Wikipedia (thus its data quality is dependent on the quality of information on

Wikipedia), Wikidata is aimedo be a central knowledge base that can be used by

Wikipedia and other projects. It provides a number of data interfaces including a
SPARQL query serviée

At the time of writing, the most recent LOD "cloud" diagram was from August 2017
containing 1163 dtasets. It is available in a number of formats including PNG and
SVG versions and also as a JSON and TSV dataset

Although the August 2017 LOD "cloud" diagram is not accompanied by domain
statistics, we can observe that the most "popular" domaitisebgumber of datasets
are life sciences, government information, linguistic information and publications.
This includes the two topics of this report (life sciences and government information)
and illustrates that a large number of datasets from thesainrare available as
Linked Open Data.

2.1.15.3. General considerations

There is a number of Semantic Web research and development areas that apply to
RDF and Linked Data in general, and are also important in the specific areas explored
in this documenit the use of Linked Data in®overnment and-&edicine.

RDF Data Validation

When building RDFbased information systems their developers must take into
account that the gragbased RDF model allows us to express any information about
resources, their prepties and interelations.

Developers of such systems need to be able to verify data for conformance to some
criteria or constraints that the system is built upon. Therefore, a way to formally
validate this data conformance is needed.

Until recently, there was no standard way to validate RDF data. The Semantic Web
stack includes ontology languages RDF schema and OWL but their purpose is
defining terms in RDF vocabularies and ontologies, and not validating RDF data.
OWL ontology languages based on the Open World Assumption (OWA) which
means that something can be true regardless of if it is stated to be true or not (Hitzler
et al., 2012). This expresses the worldview that we may not have a complete
knowledge of the domain and there cam dssertions that may be true but do not
know that.

OWA together with the nenniquename assumption (i.e. that different URIs may
refer to the same thing even if we do not know that) meant that OWL is net well
suited for RDF validation. There were iafives to express integrity constraints in
OWL by interpreting them using the Closed World Assumption but these initiatives

8 https://www.wikidata.org/wiki/Wikidata:SPARQL_query_service
9 http://lod -cloud.net/#history



did not replace the need for standard mechanisms for RDF data validation (Tao et al.,
2010; PatelSchneider, 2015).

The need for sindardized RDF data validation approaches was addressed in 2017
with the publication of two standards:

f SHACL (Shapes Constraint Language)a W3C Recommendation, is a
language for validating RDF graphs against a set of conditions. These
conditions araelefined as data shapes and other constructs. SHACL is written
in RDF (Knublauch and Kontokostas, 2017);

1 ShEx 2.0 (Shape Expressioltsis a schema language for describing
requirements for RDF graph structures (
has three gytaxesi a compact, humareadable syntax (ShExC), JSID
syntax (ShExJ) that acts as an abstract syntax and the RDF representation of
JSONLD syntax (ShExXR). ShEx standards are published by the W3C Shape
Expressions Community Group.

Both validation langages can be worth exploring. While they both are meant for
validating RDF graphs they differ in their principles, syntax and expressivity. A
detailed description and comparison of these languages is provided in Labra Gayo et
al., 2017.

Since thesealidation languages are new, there is a potential for developing tools that
support them. The existing expertise of IMCS in visual notations and tools for
ontology and RDFbased systems such as ViziQuer may also be applied to RDF data
validatieonUntsooelts a(lL., 2017). An example of
tools for defining and visualizing RDF data shape constraints.

Linked Data Access Control

Access control becomes a necessity when information is published and exchanged in
a closed settingnd is not meant to be publicly accessible. This is also the case when
using Semantic Web and Linked Data technologies@oeernment and-#edicine.

Access control may also be necessary for open Linked Data when users are permitted
write operations (ating, modifying and deleting information). Linked Data Platform
(LDP) is a W3C Recommendation that defines a set of rules for implementinrg read
write Linked Data using HTTP operations on web resources (Speicher et al., 2015). It
defines a special kind oésources called Containers which, in addition to the general
HTTP mechanisms, is able to respond to requests to create new resources within
them. When a resource is added to a Container, containment information is recorded
and preserved as a link betweba Container and the new entry added to it.

Two core functions of access control aethentication(ensuring that the party
requesting access is who it claims it is) aagthorisation (granting access to
resources based on the access control policy).

10 https:/iwww.w3.org/TR/shacl/
I http://shex.io/shexsemantics/



While LDP specification is deliberately narrow in scope and does not directly cover
access control it recognizes the need for authenticating users and controlling access to
LDP resources when that is necessary. The Solid (Social Linked Data) inftidtate

builds on LDP recommends choosing between two authentication protocols:

1 WebIDTLS protocéi that uses cryptographic certificates stored in the client
application (e.g. a web browser) to prove a user's identity;

1 WebIDOIDC protocét which is an authentication delegation protocol based
on OAuth2/OpenID Connect and adapted to SOLID decentralised use cases.

Even though the authentication techniques adopted by the Solid project are aimed at
decentralised use case they can also be apienore centralised use cases such as
government Linked Data. OAuth 2.0, in particular, is used by large social networking
sites (Facebook, Twitter, etc.) for authenticating requests to their HTTP APIs (Hardt,
2012).

Linked Data is an HTTP API for RDFlata and therefore authentication and
authorisation techniques that work with other types of Hb&Bed APIs are
applicable to it as well. In-&overnment and-®edicine use cases the organisations
involved are likely to have existing authentication antthaiisation practices in place.

We would recommend that the Linked Data applications they implement are
integrated with the existing access control systems and standards adopted at these
organisations.

The foundation of Linked Data HTTP protocoli is a"clear text" protocol where
information is exchanged unencrypted and thus vulnerable to eavesdropping and
modification while in transit (maim-the-middle attacks). This poses an obstacle for
Linked Data access control as unauthorised users might actmssaition that they
should not have access to. In order to protect from such attacks HTTP data exchange
should be encrypted. The standard method for encrypting HTTP traffic is the HTTPS
(HTTP over Transport Layer Security) protocol. It protects HTTP cdromecfrom
eavesdropping and tampering, and may also be used to authenticate participants of
these connections using public key encryption (Rescorla, 2000).

Basic access control may be implemented using computer networking techniques by
allowing access td.inked Data HTTP servers only from those networks and IP
addresses that are authorized to access the information on these servers. In this case
access control is using IP addresses and does not uniquely identify the user or
application requesting access.

There are multiple methods fauthorisation- granting access to resources once users
have been authenticated. A widely used method is access control lists (ACLS) that
define which users or groups of users may access what resources. ACLs are used by
the Web Access Control (WAC) specificatidrwhich provides a simple vocabulary

12 hitps://github.com/solid/solidspec

13 https://www.w3.0rg/2005/Incubator/webid/spec/tls/
4 https://github.com/solid/webid-oidc-spec

15 https://www.w3.org/wiki/WebAccessControl



for defining access control lists for web resources. It is further elaborated in the WAC
specification adopted by the Solid project which takes into account the requirements
of LDP systems such as inheriting ACLs in LDP contaitiers

There are situations when ACLs are not sufficient and more expressive access control
methods are required. One such method for controlling access to Linked Data
resources is proposed by Costabello et28113. It introduces two RDF vocabularies

that are used for describing access control policies and user attributes, and adapts the
Shi3ld attributebased authorization framework (originally developed for SPARQL
endpoints) for the Linked Data Platform.

Further information about relevant access control methods and requirements can be
found in the RDF access control survey published in 2017 (Kirrane et al., 2017). It
contains a thorough review of the existing models and standards, and defines a set of
accesgontrol requirements for Linked Data.

2.1.15.4 Applications of Linked Data to Target Research Areas
This section describes how Linked Data is used@ogernment and-&edicine.

When addressing this question, we first look at the use of Linked Datapes in

these respective areas. This includes publishing Linked Data, consuming and
integrating existing Linked Data sources and other applications of Linked Data
principles.

We looked for both open and closed uses of Linked Data in these domaimsuld

be noted that after careful examination of published research we found only limited
evidence of closed use of Linked Data. Typically, Linked Data principles in these and
other domains are applied as open Linked Data that the involved parties either
publish, consume or do both.

Linked Data in e-Government

Linked Data principles can be applied in a domain (includi@peernment and-e
Medicine) in a number of ways:

a) publishing Linked Data;
b) consuming Linked Data;
c) developing information systems built duinked Data.

The majority of cases of using Linked Data in the government information domain
that we found are in publishing open data. This is demonstrated by the number of
government datasets in the LOD "cloud" and in the Datahub.io data catalogingsthat
graph is based up8r(221 government LOD datasets as of November 2017).

By publishing information as open Linked Data, public sector (government,
municipal, etc.) organisations not just make this information available for reuse but

16 https://github.com/solid/web-accesscontrokspecg versionv.0.4.Q retrieved 201711-02.
7 https://old.datahub.io/dataset?ags=lod&tags=government&_tags_limit=0



also make it posisle to interlink datasets (by using relevant URI identifiers) and for
other parties to use these datasets as a reference point. While it is not the task of this
report to present detailed analysis of all available government LOD datasets, this
section wil present information about interesting and useful applications of Linked
Data in the éGovernment domain.

Government and other publgector datasets are typically listed in open data
catalogues. There are various such catalogues maintained both bgngentsr (e.g.
data.gov.uk) and open data communities (e.g. Datahub.io). These catalogues are
typically hosted using the CKAN open source softwaedthough there are also other
systems available.

In order to ensure data catalogue interoperability, W3C phddished the Data
Catalog (DCAT) RDF vocabulaty(Maali et al., 2014). It allows systems to exchange
information about data catalogues, datasets and their distributions. The EU has
published an adapted version of DCAThe DCAT-AP Application profile fordata
portals in Europe v1.B° aimed at describing information about data catalogues
deployed in the EU (DCAT, 2017). This profile further refines the DCAT vocabulary
by indicating how its terms should be used when describing EU data portals and what
controlled vocabularies to use as term values. The D@#Tinitiative has adopted

the SHACL constraint language and has published SHACL validation rules that
DCAP-AP 1.1 documents must complyto

The OpenDataMonitor projeééthas collected a comprehensive It open data
platforms (such as CKAN), open data catalogues and ré&pdirtsovers 11 different
platforms, 217 open data portals and 503 open data reports and resources (Open Data
Institute, 2015).

Many open data portals publish their metadata (abaupdtntal and its datasets) as
Linked Open Data. In most cases it is done using W3C DCAT vocabulary and, in the
case of EU portals, the DCAAP 1.1 application profile. Support for DCAAP 1.1
metadata output can be added to CKAN using the ckattextextasiort.

Once this extension is enabled, dataset information is available as RDF data (in a
number of RDF syntaxes) by adding the relevant RDF syntax extension (.xml, .ttl, .n3
or .jsonld) to the dataset URI. This example shows how to retrieve datasefataet
from Latvia's national open data portal (data.gov.Iv):

UzAUmumu registrs (Enterprise register

Dataset URI: https://data.gov.lv/dati/lv/dataset/uz
Turtle RDF metadata: https://data.gov.lv/dati/lv/dataset/uz.ttl

8 https://ckan.org/

9 https://www.w3.org/TR/vocabkdcat/

20 https:/fjoinup.ec.europa.eu/release/dcaap-vil

21 https://github.com/SEMICeu/dcaap_shacl

22 https://project.opendatamonitor.eu/

2 https://docs.google.com/spreadsheets/d/12aptaQdVrd37QH40nbT2YpTZqd2fWe
VBNQXRsUOLeo/edit#gid=0

24 https://github.com/ckan/ckanexidcat



Some data portals also proviB® ARQL endpoints that allow users to make advanced
gueries for open datasets. The EU currently maintains two open data portals (with
different goals each):

1 Open Data Europe Portal (ODP) is the data portal of the European Union
containing datasets that arecollected and published by the European
Institutionss;

1 European Data Portal (EDP) is a European portal that harvests metadata from
public sector portals throughout Europe. EDP therefore focuses on data made
available by European countries. In additi&DP also harvests metadata from
ODP-.

Both these portals publish metadata as Linked Data and provide advanced SPARQL
guery functionality along with query examples. For example, this SPARQL query
allows users to find information about ODP portal datasebdighed after a given

date:

SELECT ?DatasetTitle ?DatasetPublisher
WHERE { graph ?g {
?DatasetURI a <http://www.w3.org/ns/dcat#Dataset>;
dc:publisher ?DatasetPublisher;
dc:title ?DatasetTitle ;
dc:modified ?DateModified
FILTER(xsd:dateTime(?DateM odified)
>"2016 - 01-01""xsd:dateTime)

}
}

Government institutions often publish tabular data (CSV, Excel files, etc.). These files
are just tables and do not contain additional information about their content, semantics
and relations to other data®3C CSV on the Web (CSVW) working group has
published Semantic Web standards for addressing this issue and describing detailed
information about tabular dataséts

1 Model for Tabular Data and Metadata on the ¥elefines the core model for
describing information about tabular data and related metg§@iatamison &
Kellogg, 2015b)

1 Metadata Vocabulary for Tabular D#tais an vocabulary of terms for
describing tabular datasditennison & Kellogg, 2015a)t defines he format
and structure of metadata documents, expressed in-LBGyntax.

By describing machinesadable information about datasets, data publishers can help
users understand, interpret and process these datasets. The CSVW standard also
makes it possilel to create mappings from tabular data to RDF classes, properties and

25 https://data.europa.eu/euodp/en/linkeddata

26 https://www.europeandataportal.eu/sparginanager/en/

2TWhen referring taall these documents together we will use the term "CSVW standard".
28 hitp://www.w3.org/TR/tabulardata-model/

29 http://www.w3.0org/TR/tabularmetadata/
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resource URIs, and defines a standard procedure for transforming tabular data to RDF
(Tandy et al.2015)

The standards described above (DCAT and CSVW) are used QpdreData Portal
Watch framewor® i a scalable open data monitoring and quality assessment
framework that harvests and analyses metadata from about 260 open data portals. Its
authors have observed that data portals vary by the portal platform used (CKAN,
Socrata, etc.) ahby the amount and the quality of metadata published. In order to
provide a unified, homogenized view of these dataset descriptions, the Portal Watch
framework collects metadata in portals' original formats and maps these descriptions
to DCAT. It also eniches CSV dataset descriptions by analyzing file contents (e.g.
detecting datatypes) and converting this information into CSVW metadata (Neumaier
et al., 2017). The resulting dataset providing a unified view on these open data portals
and their datasetsprox. 120 million RDF triples per weekly snapshot) is available
via the Portal Watch SPARQL endpdaint

The use of Linked Data for integrating government datasets is demonstrated by Shi et
al.,, 2017, where authors describe the Norwegian State of Estak (ftaset
containing information about real estate owned by the central government in Norway.
This dataset is produced by integrating government datasets from different sources
such as the business entity register, cadastral system and the previoap@bH he
dataset is made available as Linked Data. Detailed information about the Linked Data
generation process, including data cleaning, conversion, augmentation and
interlinking with other LOD datasets, is presented in the paper (Shi et al., 2017).

After examining publications on Linked Data use #&@&vernment, including the
research mentioned above, we could not find evidence of the clgSeseenment

use of Linked Data. The projects that we are aware of publish and/or consume Linked
Data as a padf public Linked Open Data initiatives.

This observation may partly be explained by strong incentives for government
organizations to publish open data and by the fact that open data initiatives often
recommend Linked Data as a good practice for publislopen data. Also, we can
expect information about open data projects (due to their public nature) to be more
widely disseminated compared to closed,-pablic projects.

In a closed and controlled setting, such &ogernment data exchange, there are
many alternative technologies that can be used for linking information systems. With

a limited number of systems to connect and with centralized decrsaing that can
require all parties to use the same technologies, there may be less incentives to use
open, weboriented technologies such as Linked Data. At the same time, modern
information systems often use RE®Ke web services for exchanging information. In

case if these services truly follow REST principles (Fielding, 2000), they are already
very clcse to following Linked Data principles.

This section surveyed the use of Linked Data-Bavernment. Currently, the main
use of Linked Data in this domain is data publishing and integration. Public sector

30 http://data.wu.ac.at/portalwatch/
31 http://data.wu.ac.at/portalwatch/sparq|



organisations have many datasets that can bespedlas structured and linked data.
Particular attention should be paid to publishing Linked Data datasets that are often
referenced from other government datasets. While publishing open data is a
worthwhile effort, it is also important to make the nexépsand to develop
applications that use this Linked Data.

Linked Data in e-Medicine

Semantic Web technologies, including RDF, Linked Data and ontologies, are widely
used in healthcare and life sciences. This is demonstrated both by the large number of
studies about this topic, some of which are mentioned in this section, and by the by
the number of datasets in the Datahub.io data catalogue (245 biomedicine LOD
datasets as of November 2017) that the LOD "cloud" graph is based upon

Ontologies and RDFocabularies are important components of semantic information
systems that help ensure information interoperability. While it is possible to publish
Linked Data using a custom vocabulary (e.g. derived from a database schema), the
data is more valuable whéincan be interpreted and reused by other applications and
users. Ontologies and RDF vocabularies help in this regard by providing a common
set of terms (classes, properties, ...) for describing knowledge related to a given
domain.

Ontologies play a verymportant role in the biomedical domain. Many ontologies
used in this domain are extremely large, with tens and hundreds of thousands of
classes. BioPort#l is the largest repository of biomedical ontologies that by
November 2017 contained more than 650 ontologiiesontains the ontologies
themselves, metadata about these ontologies and the mappings between terms in
different ontologies. For access to ti$ormation, BioPortal provides a SPARQL
endpoint* and dereferenceable Linked Data URIs for whole ontologies and for
individual terms in these ontologieSglvadores et al., 2013)

BioPortal supports access control (ontology submitters to may set auceswate”

and limit access to an ontology to a list of users), therefore access control is also
implemented in its SPARQL endpoint. Users are provided with a user API key that, in
order to get access to private ontologies, they must include in HTTRrkeaidthe
SPARQL requestSalvadores et al., 2013)

The W3C Health Care and Life Sciences Interest Group (HCLS IG) that was active
from 2005 to 2016 was aimed at developing, advocating for, and supporting the use of
Semantic Web technologies in healthre;alife sciences, clinical research and
translational medicirie The scope of HCLS IG included, among other things,
creating health care and life sciences Linked Data and guidelines to help others create
Linked Data, as well as developing RDF vocabulaaigs creating mappings between
HCLS vocabularies.

32 https://old.datahub.io/dataset?tags=lod& tags_limit=0&tags=biomedicine
33 http://bioportal.bioontology.org/

34 http://sparql.bioontology.org/

35 https:/fwww.w3.0rg/2011/09/HCLSIGCharter



Recent outcomes of the HCLS 3#Gnclude the addition of RDF to the HF7 FHIR
standard, the development of RDF Shape Expressions (described earlier in this report)
and the use of HCLS best practices in tipe@PHACTS standards initiative

FHIR (Fast Healthcare Interoperability Resources) Specificatisna standard
framework developed by the clinical standards organization HL7 for exchanging
healthcare information.

This framework adopts a resouwcentric approach, with all exchangeable content
being represented as Resources, and defines data formats and APIs for exchanging
healthcare information.

FHIR Release 3.0, published in 2017, adds support for RDF and Linke¥. iz

makes it possible to useHIR data with RDF applications, to support inference,
shared semantics across multiple standards, data integration, SPARQL queries and
other uses. In order to support data validation, FHIR uses ShEx for defining a
grammar to validate FHIR/RDF d&tgSolbiig et al., 201Y.

The best practices for mapping and interlinking HCLS data using RDF, developed
inside this W3C Interest Group, are described by Marshall et al., 2012. This paper
presents a workflow for mapping HCLS sources to RDF and linking them ¢o oth
Linked Data sources, and includes four case studies that demonstrate the workflow.
The best practices for creating and publishing HCLS Linked Data are further
elaborated in the W3C HCLS Linked Data Gudid®arshall & Boyce, 2012).

The HCLS IG communityas also developed important HCLS Linked Data resources
such as Bio2RDF (Callahan et al., 2013) and Linked Open Drug Data (Samwald et
al., 2011). Other important HCLS Linked Data resources include Linked Life¢*Data
and the EBI RDF Plaforth The EBI RDF Platform integrates RDF resources and
services available at the European Bioinformatics Institute (EBI), and allows its users
to run SPARQL queries over all these EBI RDF resources together (Jupp et al., 2014).
The platform uses Linked DatBlTTP) URIs for all datasets, either making use of the
existing Linked Data URIs (where available) or minting new URIs where necessary.

OpenPHACT® (the Open Pharmacological Concepts Triple Store) is a EU public
private partnership project that involvesademia, pharmaceutical companies and
other businesses. The Open PHACTS Discovery Platform integrates pharmacological
data from a variety of sources (Uniprot, Drugbank, WikiPathways, etc.) and provides
services for querying this integrated data. By priogjdopen access to integrated
pharmacological data, the project aims to reduce barriers to drug discovery (Gray et

3¢ More information about the outcomes of HCLSH@ps://www.w3.org/wiki/HCLSIG/Products
37 https://www.openphacts.org/

38 http://hl7.org/fhir/

39 https:/fwww.hl7.org/fhir/linked-data-module.html

40 https:/fwww.hl7.org/fhir/fhir.shex

4 https:/fwww.w3.0rg/2001/sw/hcls/notes/hclsrdf-guide/

42 http://bio2rdf.org/

43 http://linkedlifedata.com/

44 https:/fwww.ebi.ac.uk/rdf/

45 http://www.openphacts.org



al., 2012). Further information about the OpenPHACTS Linked Data architecture can
be found in Groth et al., 2014.

There are numerous projecand studies that make use of HCLS Linked Data, for
example, by using this information for federated querying of life sciences Linked
Data (Hasnain et al., 2017) or assessing drug target associations (Chen et al., 2012).

The use of Linked Data in-Medicine also include cases where some data sources
that are closed (i.e. not public) and require access control. For example, clinical
research may require the integration of medical data from multiple sources (e.g.
hospitals and research institutes) where ioeddata may contain sensitive or
proprietary information. The Linked Medical Data Access Control (LIMDAC)
framework proposes to address the issue of controlling access to medical data with
diverse access constraints by using Linked Data technologidsatangeri et al.,
2014).

The issues related to combining open and restriatedss data sources were
examined in a pilot study incorporating commercial and private datasets into the
OpenPHACTS platform. In this study, Linked Data access control waseenbyr
defining access rights on the level of named RDF graphs and graph groups (Goble et
al., 2013). Another issue related to including restricteckess sources in a collection

of Linked Data resources is to determine if the metadata describing thesetslata
should be private or public. The conclusion of this pilot study was to make all
metadata public whenever possible (Goble et al., 2013).

This section demonstrated that Linked Data and other Semantic Web technologies are
widely used inthe domain of éMedicine and bioinformatics. Linked Data sources
and principles are applied in this domain in a number of different ways such as data
publishing, data mapping and integration, and making further use this information
(e.g. for drug discovery).
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2116 Fast qguery | anguage usage testing on
Hospital data (stage 4)

Usability testing ofFast query language, which is developed in the previous project

stages, has been performed on CCUH data for years 2015 and 2016. Practical
application of the system has proved that domain experts (physicians) after
approximately 2 hours long training weeble to write independently (without

assistance of programmer) queries of such complexity which were actual for the
analyses of hospital processes of last two yeardilitgdesting also showed théte

developed system provides very high speed of padacei in average lesthan 0.5

seconds for traditional queries. In general, usability testing has proved that the
devel oped system can be practically wused f
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2.1.17 Further development of webbased methods for modeling of hareo-
formalize systemgstage 4).

The UL IMCS team already has a significant experienageating a support for the
building of sufficiently rich domain specific graphical modeling languages using the
local tool building platform TDAdeveloped by the team. The experience has shown
that such domain specific languages are appropriataddelirg of hardto-formalize
systemsNow a webbased tool building platform version has been developed. This
platform enables the online development of both a graphical modeling language and
its editor using the Configurator tool, and supportdhafly testing of the language

on examples and modifying it if required. The platform runs on a server, but each user
working in a web browser can participate in the development of the language and its
editor, and use the already developed language for modeling. éAthddifications

are synchronized between the concurrent users within a team. Since the user accesses
the platform only via a standard browser, various hardware can bd wsedtops,
laptops, tablets and even smartphones.

The functionality of the webased platform is similar to that of the existing local
TDA. The architecture (Fig.1.41) of the new platform is also similar to that of the
TDA.

‘ End-user ‘

Wizl l.'.'-h'!'\-T c'-:nt:l

Presentation engine ‘
deta 1-'clll:-l

/" Presentation model ™\ e Interpreter |,/ Type model
! instructions .

Figure2.1.41. Architecture of the platform.

The presentation engine remd the current diagram according to its Presentation
model and accepts events generated by the user actions in the diagram. The interpreter
processes these events and updates the Presentation model according to the
instructions stored in the Type modef the given tool definition. The Type model in

turn is an instance of the Type metamodel (Ad..42). The Type model for a
graphical language and its tool is built using the Configurator tool in the platfiorm.
should be noted that the Configuratoreltsis a fixed tool based on a specific
graphical language and therefore could be built using the initial version of the
platform (the bootstrapping principlelhe principles of the platform have been
published in two papers:

1. A.Sprogis, DSML Tool BuildingPlatform in WEB. // In: G.Arnicans,
V.Arnicane, J.Borzovs, L.Niedrite (Eds.), Databases and Information Systems,
12th International Baltic Conference, DB&IS 2016, Riga, Latvia, JuB; 4



2016, Proceedings, Communications in Computer and Information 8cienc
Vol. 615, Springer, pp.9209, 2016. (SCOPUS)

2. A.Sprogis, ajoo: WEB Based Framework for Domain Specific Modeling
Tools. // In: G.Arnicans, V.Arnicane, J.Borzovs, L.Niedrite (Eds.), Frontiers
of Al and Applications, Vol. 291, Databases and Informatione®ystiX, 10S
Press, pp. 11326, 2016. (WebOfScience),
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Currently an executable platform prototype has been developed. It is built using the
JavaScript languagelated technologiesMeteor (web application development
frameworRk, MongoDB (database), KonvaJS (diagraendering, and Bootstrap
(HTML 5, CSS. The Meteor framework is of special value here since it is directly
oriented towards building such kind of serbaised systems and e.g. automatically
supports user da synchronization.

procedure:

Figure2.1.42. Type metamodel

A platform usage methodology containing several examples has been developed as
well. Figures2.1.43 and2.1.44 show one such examplea simplified class diagram
definition (a Type model) in the Configurator and a class diagram dedmjit using

the defined tool. The element texts in the Configurator are defined using textual
dialogs (not shown here).

+—— Box element - Class

+— Line element - Association

Figure2.1.43. Simplified class diagram definition (a Type model) in the Configurator
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Figure 3. Class diagram example

The nextstep in the platform development is to migrate from the currently used
metamodel instantiation to metamodel specialization. For simple diagram kinds (such
as the simplified class diagram) the creation of the required Type model is quite
straightforward. Hwever, for more complicated diagrams the definition requires
certain knowledgeof internal system details, since various procedural extensions
frequently are required for the interpreter.

On the contrary, the new proposed specialization approach doesguae such a
knowledge. There only subclasses of the relevant Universal metamodel need to be
created basing on standard class diagram features. For some cases declarative OCL
constraints also need to be added to the defined subclasses. This specialized
metamodel completely defines the given language and its tool. Thus the specialization
approach would ease the definition of a language and its editor and make this activity
accessible to experts in various problem domains for whom such domain specific
modelng languages are really required. At the same time all the possibilities of the
existing platform are retained. Currently the basic principles of the specialization
approach have been developed, and its implementation principles in the platform have
beenchosen.

The principles of the metamodel specialization method have been described in the
following publications:

1. AKalnins, J.Barzdins, Metamodel Specialization for DSL Tool Building. // In:
G.Arnicans, V.Arnicane, J.Borzovs, L.Niedrite (Eds.), Databasés a
Information Systems, 12th International Baltic Conference, DB&IS 2016,
Riga, Latvia, July 46, 2016, Proceedings, Communications in Computer and
Information Science Vol. 615, Springer, pp-83, 2016. §COPUS

2. AKalnins, J.Barzdins, Metamodsbecialization for graphical modeling
language support. // In: Proceedings of the ACM/IEEE 19th International
Conference on Model Driven Engineering Languages and Systems
(MODELS 2016). ACM, pp.103112, 2016. $COPUS

3. A. Kalnins, J. Barzdins. Metamodel Syedization for Diagram Editor
Building, Databases and Information Systems IX, Selected Papers from
DB&IS 2016, Frontiers in Artificial Intelligence and Applications, Vol. 291,
IOS Press, pages 400, 2016 {\VebOfSciencé



4. J. Barzdins and A. Kalnins, Metarhel Specialization for Graphical Language
and Editor Definition, Baltic J. Modern Computing, Vol. 4 (2016), No. 4, pp.
910933 WebOfScience

5. A. Kalnins, J. Barzdins. Metamodel Specialization for Graphical Language
Support. Revised versi@ccepedfor SOSyM journal Springer), for the
special issue of the SoSyM journal containing the best papers from MODELS
2016



2.1.2 Developing nethods of semantic web and computational linguistics for
understanding data collected in a natural languagéstages 13).

In the year 2014 (stage 1) bntegrating FrameNet-ary relation extraction and
BabelNet inspired Named Entity Linking approaches we have developed a unified
linguistic ontology suitable for extracting Curriculum Vitae like semantic information

(a semantic graph) about persons amdanizations mentioned in unstructured
newswire texts. We have also developed a new classification algorithm nicknamed
C6.0 and used for implementing a semantic parser for Latvian, English, Czech and
Chinese, with which we participated in SemEf@l5 comptition where it
performed on par with other stadéthe-art parsers and was among the three winning
parsers in various testing categories. These scientific results are described in our
SemEval2015 papefl].

After a successful participation in SemE28l15 competitionn the year 2015 (stage

2), we were able to integrate these semantic graph parsing technologies and also the
approaches used by other competitors in the Latvian language semantic analysis
toolchain developed in thest period of this pr@ct. Applying this research enabled a
significant improvement in the accuracy of semantic frame extradtioan
improvement of Fiscore from 57.6% to 74.6% for semantic frame target word
selection, and 70.4% to 77.0% for frame element classificatigorototype of the
system was approbated by LETA news agenBgsed on the SemEvadl15
competition results and their practical application in the LETA media monitoring
automation, we were able to join an international consortium submitting and winning
a Horizan-2020 project "SUMMA" under H2020CT-16 BigDataresearch call.
Building on the C6.0 classification algorithm expertise we have developed a
charactedlevel neural translation methodology [3D and automatic thesaurus
corpussample selection methodolog$]] In the year 2016 (stage 3)ewcontinued
research in information retrieval and semantic parsing with an application of our
earlier SemevaP015 approach to the formalism of Abstract Meaning Representation
(AMR). AMR parsing extends the FrameNet micatations concept and attempts to
build a semantic graph oflalelations within a sentenc&/e managed to achieve
excellent AMR parsing accuracy, resulting in the first place in Task 8 of Semeval
2016 shared task competitiod].[ In addition to integratiorof the C6.0 O classifier

with the AMR SMATCH scoring tool to improve accuracy of the CAMR parser, we
implemented an ensemble with a character level sequersaguence neural network
model for semantic parsing with methods inspit®dneural machine tralaion.
Exploration of these technologies also resulted in publications about applications of
AMR in text summarizationd] and deep neural networks for Latvian taggifly &nd

the development cfeverama st er 6 s t hesi s. on these techno

Referernces

[1] Barzdins G., Paikens P., Gosko D.. Riga: from FrameNet to Semantic Frames with
C6.0 Rules. SemEval 2015 Task 18: Semantic Dependency Parsing. Proceedings of
the 9th International Workshop on Semantic Evaluation (SemEval 2015), Association
for Computational Linguistics, pp. 96964. (ttp://www.aclweb.org/anthology/S15

2160.

[2] G.Barzdins, S. Renals, D. Gosko. (2016). Chardetexl Neural Translation for
NextGen Media Monitoring in thEBUMMA Project. Accepted by LRER016, 2328

May 2016, Por (WebbobSciencel oveni a) .



http://www.aclweb.org/anthology/S15-2160
http://www.aclweb.org/anthology/S15-2160

[3] A.Spektors, I. Auzina, R. Dargis, N. Gruzitis, P. Paikens, L. Pretkalnina, B.
Saulite. (2016). Tezaurs.lv: the Largest Open Lexical Database for Latvian, Accepted

by LREG2016,232 8 May 2016, P dWebafBoegce)( SI oveni a) .
[4] Guntis Barzdins, Dids Gosko. RIGA at SemEw&016 Task 8: Impact of Smatch
Extensions and Characteevel Neural Translation on AMR Parsing Accuracy.
Proceedings of the 10th International Workshop on Semantic Evaluation (SemEval
2016), Association for Computational Lingucsti pp. 1143147. URL
https://aclweb.org/anthology/S/S16/S1676.pdf. (to be indexed ACL)

[5] Peteris Paikens. Deep Neural Learning Approaches for Latvian Morphological
Tagging. Frontiers in Artificial Intelligence and Applications, Volume 289: Human
Language TechnologiessThe Bal tic Perspective, | . Skadi
Press, 2016, pp 16166. DOl 10.3233/978-61499701-6-160 URL
http://ebooks.iospress.nl/volumearticle/45531 (SCOPUS)

[6] N. Gruzitis and G. Barzdins. The role of CNL and ANiRscalable abstractive
summarization for multilingual media monitoring. Controlled Natural Language,
Controlled Natural Language 5th International Workshop, CNL 2016, Davis, Brian,
Pace, Gordon J., Wyner, Adam (Eds.), LNAI, Volume 9767, pp-1B®/ Spriger

2016. doi ="10.1007/978-319414980" (SCOPUS)

2.1.21 FrameNet micro-relation ontology formalization in the form of AMR
(Abstract Meaning Representation) and development of appropriate machine
learning methods for semantic analysis of textResearch of application of these
innovative methods in other areas, e.g., text generation and roboti(stage 4)

In this projectstagethe following AMR (Abstract Meaning Representation) research
has been carried out:

1 Participation in SemEv&é017 workshop Task 9: Abstract Meaning
Representation Parsing and Generationlgcated with ACL 2017). We won
the Generation track by integrating AMR and GF (Grammatical Framework)
approaches as described in our paper [2].

9 Participation in TAC KBP Task 2016t MNIST. A predefined ontology
Knowledge Base there had to bepplated with facts from English source
text. Using AMR parser we achieved highestigien among participants, but
due to low recall overall results were mediocre. Detailed descriptionrin ou
paper [3].

91 Doctoral thesis by Peteris Paikens (advmerf. Guntis Barzdins) "LATVIAN
SEMANTIC PARSING TOOLCHAIN" has been completed and successfully
defended 5/12/2017. It describes AMR and FrameNet raotology
approach for semantic parsing of Laivi

In parallel we transferred our deep learning expertise to the field of robotics:

1 Master thesis by Nauris Dorbe (adviserprof. Guntis Barzdins)
"DRIVERLESS CARS TUITION USING REINFORCEMENT LEARNING
ARTIFICIAL DEEP NEURAL NETWORKS WITHIN COOPERATE
DRIVING SYSTEM" has been completed and achieved 1.place in the Latvian
Master thesis competition ZIBIT.

1 Doctoral thesis by Uldis Locans (adviser Guntis Barzdins) "Future Processor
Hardware Architectures for the Benefit of Precise Particle Accelerator
Modeling". Among other topics it explores GPU computing architectures
relevant for training deep neural networks.



1 Prepared a paper [1] for NIPS 2017 Workshop on Vist@hyunded
Interaction and Language (VIGIL) exploring language and robotics
relationship via grouret reinforcement learning.

1 Masters degree course "Deep Learning" updated with a lecture on deep
reinforcement learning.

References
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2.2. Knowledge engineering and semantic web technologies for
e-learning, multi-agent systems, business process modelling,
e-logistics, and software development

The Section2.2 describes scientific results of SOPHIS programme ProjecNoat
were obtained by the researchers of thEaculty of Computer Science and
Information Technology, Riga Technical University (RTU FCSIT). The studies
were focused on theresearch and development of knowledge engineering and
semantic web technologiesrf knowledge formalization, reuse and sharing in the
context of elearning, multi-agent systemdyusiness process mdtieg, elogistics,

and software development.

2.2.1. Development of automated methods and algorithms for the system's
structural model analysis and their implementation in 14S

In 2014 themost important scientific and practical resulas the development of

sever al met hods and al g o r formndlizaton amdo r syst
transformation necessary for knowledge structure models used in structural
modelling, as well as implementation @prototypeof 14S software toolfor model

representation and analysis. The first year students of d®ttdralstudyprogramme
iComputSg st emsd I n®g UlSe. Grnddn bHe.r gs partoi ci pat ed
the prototype

In 2015 anovel formal knowledge structure transformation method and algowithsn
developed.According to this method, a arphological structure model (MSM) is
transformed into a functional structure modeb&haviourspace (FSM BS)which is

used as an intermediate model supporting the next step of transformatien
construction of functional structure model in paramsface (FSM PS). The latter
supports evaluation of functional state of complex industrial control systems on the
basis of expertsd knowledge about changes
faults. The method was implemented in thdS software togl and this new
functionality wastested by the first year studesit RTU doctoral study programme
fiComput er 0. B8rs.tUsimyshé 14Sstructural models (MSM and FSM) of
control system for winch handling system for the company ICD Software (Norway)
was developed.However, he final goali evaluation of functional state dhe
abovementioned systewasnot reachedecauseooperation with experts from ICD
Software was interrupted (the new management of the company decioestgone

it). Therefore a decision to widen the research of knowledge structures was made to
enable new applications of the approach #mell4S. For this purposen initial
research phase on knowledge structures in the formordéeptmaps (CMs)was
carried out towards the development of formal method for evaluation of CM
complexity based on criteria used in Systems Theowa#proposed to interpret and

use for CMsthe four criteria applied for estimation of systems compleXitghe
number of sysie6s el ements and relationships betw
and their elements, and the organizational degree of systems

In 2016the functionality of the 14%oo0l was furtherextended. A novel methogas
developed for assessmenttbé importance belements for knowledge structures of
different types and granularities. The initial motiedt it used for this purposs the
aggregated model of morphological structure (MSfMJ which the importance of
each element in the whole structure is assessiag the structural modéing



approach. Three criteria are usedocal, global, and causal connectedness. After
transformation (homomorphism of models is ensured) of the initial model into a new
model that has deeper level of granularity, the assessh@iment importance is
repeated. The obtained results are seahfor subsets of elementsat correspond to
each element of initial model. For implementation of the method, the corresponding
algorithm has been developed.

The work started duringhe prevous year which was focused towards the
development o formal method for evaluation of concept map complexity from the
systems viewpointwascontinued. Evaluation of complexity of concept maps as one
kind of knowledge structure representation is basethemriteria used in Systems
Theory. The set of criteriasextendedby anew formula for calculation of structural
complexity, degree of ceralization of structure, and relative weight of hierarchical
levels. As a resulta framework for multicriterial evaluation of concept map
complexitywas created

As the development and analysis of different types of systems is essential to
classification of knowledge structures, a repository of knowledge structures was built
using the 14S software tool. The repository serves as a central part where knowledge
about different types of systems stored The entry of knowledge structures of
systems is made according # previously developed methodology, and these
descriptions are stored as different modelshml4S. The functionality of software
ensures a convenient way for transition between different type délsjowhich, in

turn, is essential for carrying out appropriate research models and causal analysis

Testing of methods for assessment of element importance in knowledge structures of
different types and granularities using various critesda startedising the developed
repository of knowledge structure modeResearch concerninthe possibilitiesof
combiring different knowledge structures used in distributed artificial intelligence
with thefocus on network schemasscarried outas well

In 2017 studies were focused dhe approbation of previously developed methods
and tools, on the development of new methods for the transformations and processing
of knowledge structures as well asioareasing the autonomy of concept rimgsed
knowledge asses@&nt system by utilizing a relations replacement web that contains
information about possible replacement of one linking phrase with another. The
obtained scientific results are described@xt sibsection

2.2.2. Development of methods for transformatiorof knowledge structures and
approbation of intelligent structural modelling tool 14S in study process (period
4)

Introduction
The main objective or research carried out during the period 4 is to approbate those

methods and tools which were developedgiavious periods as well as to develop
new methods for knowledge structures' transformations and processing.

2.2.2.1. Approbation of the prototype of the tool 14S with extended functionality
for the evaluation of concept map complexity and importance of stelements

The complexity of concept maps is evaluated in accordance to the framework
which development was started during the period 3. The basic principles of the
framework follow next (more details can be found1.



The framework for the evaluation of complexity of concept maps

The central idea of the approach is based on interpretation of CMs as systems (as a
whole) and application of criteria used in Systems Theory for estimation of
complexity of systems to CMs. In Systems Theory, as a rule, quantitative
parameters are usefl t h e number of systembs el ement
implemented relationships. Logically, it is declared that simple systems have a small
number of elements and relationships, while complex systems consist of a large
numberof elements and relationshipg]. These parameters are relative and only
shallowly evaluate the complexity of systems. Some improvements are known which
suggest wusing expertodés knowledge who evalu
then summing uphese evaluations to get a conjunctive parameter of complexity. An
awkward attempt to ask experts to evaluate complexity of relationships comparing
them with complexity of elements is also proposed despite the fact that such approach
is useless in practiceAuthors in B] have shown that complexity also depends on
other aspects, such as the knowledge about organization of system and attributes of its
specific el ement s, whi ch may substantiall
complexity, so that a very congx system at first sight, in fact, is simple for an
expert.

Taking abovementioned into account, the following criteria are prop8ked [

9 The number of elements

1 The number of relationships

1 The attributes of specific elements of the system

1 The organizationalegree of the system

The oneto-one correspondence between these criteria, which are supplemented
with introduced additional ones, namely, attributes of the system and attributes of a
relationship, in case of systems andase of CMs is defined in Tabll

Table 1. Correspondence of complexity criteria

No  System Concept map

I The number of elements The number of concepts

2 The number of relationships The number of arcs

3 Adttributes of the system Linking phrases (their number and variety of types
and/or the number of synonyms of concepts)

4 Attributes of an element The structural importance of a concept

5 Attributes of a relationship The weight of an arc

6 The organizational degree of the system  The topological features of the corresponding graph

All results and considerations without loss of generality are shown using two
incoming treesl(V,Q) and T*(V*,Q*), where |V| = 4 andv/f| = 5. These trees have
been chosen as a trad between verysimple trivial cases (|\4 2 or 3) and more
complicated o)nkgures(1l4n¥3 represer@l (V,R) add T*(V*,Q*),
respectively (different topologies of trees are divided into categbraesd Tj*).

It is obvious that similarly with the general case, the first two criteria help nothing
because all trees shown in Figuteor Figure 2 have the same complexity,
correspondingly. As a consequence, one can obtain a more complex CM only by
adding new conceptand increasing in such a way the number of concepts and arcs.



The situation changes i f the third criteri
|l nterpretation of systemobs attributes i n
semantics of concepts dutinking phrases. For example, if CMs can be constructed

with free vocabulary, different learners can use different words or linking phrases for

the same concept and arc, respectively. The CM is complex comparing with a
practically identical CM with therdy difference being that all concepts and linking

phrases are predefined unambiguously. This conclusion refers to the both cases
construction of a CM and its assessment b
latter task leads to the graph matching peabH].

SO WA Ta P

Fig. 1. Categories of topologies of T(V;Q)
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Fig. 2. Categories of topologs of T*(V*;Q*) (Adapted from [§)

Thus, concerning concepts, the conclusion is that the complexity of a particular

CM increases if the number of synonymsis growlbh@r exampl e, in cyber
summation pointo is also termed At he compa
error detectoro. As a consequence, t he p

complexity both during the task solution and the CM assessmieking phrases

also are expressed in a natural language, which is not unambiguous. If linking phrases
are not given to the CM creator then he/she may use any expression that seems
appropriate according to his/her understanding of how concepts are riglated
particular domain. Moreover, the semantics of relationships of the same two concepts
can vary depending on the context in which they are Useédg well as there can

even be cases when it is meaningful to represent more than one relationship between
two conceptsq, 6. Such situation is not inspiring because the variance of linking
phrases theoretically is indefinite. For example, research completed by Strautimane [
shows that for inheritance relationship alone, there are more than 50 ways how to
label it. That is the reason why researchers of semantic networks and CMs have
defined typical l inking phrase types, suc
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example of o, Ais an attribute of o0, Ais t h
others.
The working hypothesis is that the complexity of CM (and, as a result, the
complexity of CMbased task) increases if the variety of linking phrases increases and
vice versa. It is obvious that the number of arcs may restrict the maximum number of
used linkng phrase types. For the examptepresented her¢ghe maximum number
of linking phrase types is 4 (far(V*;Q*) ).
For estimation of CM complexity using only the third criterion, for attribute graphs
the following formula is used:

NLPT

C" = Ny pr- Z Wi-nj . 1)
i=1

where Npr is the number of linking phrase types,is the weight of the-th linking

phrase type, anal is the number of linking phrases of tiath type in a CM.

The hard point is evaluation of weights, the values of which may be different in

different areas. Experience obtained by working with the IKAS has shown that
students of engineering courses had more o
thanwithte fAi s ao relationship. Accordingly, w
for the fApart ofo relationship and 1 for a
(1), the complexity of CM depicted in FiguBa is 4, while the complexity of CM

shown in Figire3b is 20.
| bird |
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[ black ] 1S a

isa
value of
\i

is part
of

wing

blackbird

1s an
attribute of

[ pigeon ] [ blackbird ] [sparrow] [CI'OW]

a) b)
Fig. 3. Examples of CMs with different complexity (Sourc8})[

color

In general, if the weights of linking phrase types are ignored, the minimal
complexity has a CM with only one type of linking phrases, while the maximal
complexity has a CMwith unique types of linking phrases. The rationale of this
statement can be founded on the fact that the frequency to make wrong decisions in
the second case is significantly higher comparing with the first case.

It is necessary also to point that tleight of an arc representing the importance of
the relationship may be taken into account in a similar way.

Now, |l et ds consider how to evaluate the
topological features of the corresponding underlying graphs propsed to use one
criterion which is borrowed from scoring systems used for Ckih& number of valid
levels of hierarchy N, which shows where on the genésgecific continuum each
concept lays in respect to the domain being represented. The number sfakvel
hierarchy is related to the extent to which the learner subsumes more specific
knowledge under more general knowled@}. [In graph theory, the number of
hierarchy levels is equal to the diameter of the tree. Such criteria as the complexity of



structue, the relative weight of each hierarchy level, and the degree of centralization
of structure are borrowed froni(]. Other graph theory criteria which already are
used in structural modelindL]] will be applied for determination of the structural
importance of a concept e next section

First, it is worth to stress that the following parameter for evaluation of complexity
of systems, which is based on the consideration of complexity of structural analysis
[10], is not applicable:

1 Vin Vou
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where \Mijand My ar e the number of systemds input
and R is the path from any input to any output of the system. It is easy to see that for
each incoming tree with one root node, the complexity is always equal to zero
independenyl of the number of apex nodes.

For this reason, for calculation of the complexity of structure of CM, the following
modification of Eq. (2) is suggested:

Cs

] anl

= Z ‘p{m)tlt =1, (3)
|Vapex‘ i=1

where |\4pe) is the number of apex nodes in the incoming treg; i¥ the root node,
and PV, root is the weighted path from any apex node to the root. Thesfis found
as follows:

Cs

S;
Pf??-’om = dj oot T Z d‘j.[‘oot 5 (4)

J=1
where droot is the distance from the apex node to the rootis She number of
descendants of apex nogandX -1 9irot js the sum of distances from all descendants
of apex node to the root. For example, the complexity of structure of the incoming
tree Ts(see Figure) is

]‘5*

1
Cq :5‘(1+(3+2+1))—1:2A5

The Ts has four valid hierarchy levels (the root node is always placedeat,
and the relative weights of hierarchy levels are the followiFgvéli 0.2, 1st level
0.4, 2nd level 0.2, 3rd level 0.2.

The degree of centralization of structure is gkited as follows10]:

1 n
D¢ = ) (o =) 2 P = P20 )
whereni s t he numbg/it) oEViFrn©/0 e s ,wHh(eiy and) (Vi)
denote outdegree and indegré&é] [of the nodeVi,  anx@s thg maximum value of
J ¢ for the given structure. For example, the degree of centralizatibrs :

|

T‘?}'_ o - o _ _ —
D¢ ——(571)(27”((2 2)+2-D+(2-2)+(2-2)+(2-1))=05

The structural modeling approachl] offers also other parameters for evaluation
of topological characteristics of structure, for instance, redundancy of arcs (not
applicable for trees, which have the minimum number of arcs), compactness of
structure, and the dispersion of ranks of nodesw,Naccording to the approach



described above, the topological features of each category of the underlying graph of
CM are evaluated using the three criteria, B¢, and G. For integration of these
criteria into one parameter, the procedure of rankirsgiggested. The essence of it is

the following: first, graph categories are ranked using only one selected criterion
(others are neglected), taking into account the corresponding CM task difficulty.
Second, the ranking is carried out for each criterionrdlhiihe sum of ranks is
calculated, and the graph categories are ordered in compliance with the presumption
of the degree of CM task difficulty.

The following assumptions are accepted:

1. The degree of task difficulty is higher if the value of N greater because a
learner must subsume a greater number of more specific knowledge under
more general knowledge.

2. The degree of task difficulty is higher if the value of B smaller because
each relationship (linking phrase) has relatively greateaanpn correctness
of CM as a whole.

3. The degree of task difficulty is higher if the value of i€ greater because
propositions are more interrelated.

The relative weights of hierarchy levels TfV,Q) given in Figurel are shown in
Table 2. The results of calculations of criteria values and ranking for topological
categories ofT(V,Q) are collected in Table, while the ordering of topological
categories of {V,Q) according to the sum of ranks is given in Table

Table 2 Relative weights of hierarchy levels BfV,Q)

Category  O-level  Istlevel 2ndlevel  3rd level
T 0.25 0.25 0.25 0.25
b3 0.25 0.75
T3 0.25 0.5 0.25
11 0.25 0.25 0.5

Table 3 Values of criteria and ranking of categorieS ¢¥,Q)
Category Ny Rank Ny D¢ Rank D¢ Cs Rank Cg

T 4 1 0.67 1 5 1
g 2 3 1 2 0 4
13 3 2 0.67 1 1 3
Ty 3 2 1 2 1.5 2

Table 4. Ordering of topological categories B(V,Q)
Category Ti 5, Ty Ib)
Sum of ranks 3 6 9
+ the most difficult  the easiest —
The relative weights of hierarchy levelsOf(V*,Q*) given in Figure2 are shown
in Table 5 The results of calculation of criteria values and ranking for topological

categories off*(V*,Q*) are collected in Table, Gvhile the ordering of topological
categories of *(V*,Q*) according to the sum of ranks is given in Table




The numbef underlying graphs of CMs grows rapidly. For example, incoming tree
with 6 nodes has 19 topological categories, while if there are 7 nodes, the number of
categories is 37. At first it seems that calculations and ranking may be very time
consuming, but it is not so. Apart from the topological structure, all categories with

t he snalmaee equal numerical values o€.Dlhe value of €is growing if the

value ofNH is growing, but in case if several graphs have the samehd greatest
value of G depends on the relative weight of the hierarchy level (compare, for
instance, Ts, T's, and Toin Table §.

Table 5. Relative weights of hierarchy levels Bf(V*,Q*)

Category  O-level  Istlevel 2ndlevel 3rdlevel  4thlevel

T; 0.2 0.2 0.2 0.2 0.2
T3 0.2 0.8

T; 0.2 0.6 0.2

T; 0.2 0.4 0.4

T: 0.2 0.4 0.2 0.2

T 0.2 0.4 0.4

T; 0.2 0.2 0.6

T: 0.2 0.2 0.4 0.2

Ts 0.2 0.2 0.2 0.4

Table 6. Values of criteria and ranking of categorieST6fv*,Q*)
Category Ny  Rank Ny D¢ Rank D¢ Cs Rank Cg

17 5 1 0.5 1 9 |
Iy 2 4 | 3 0 8
Ty 3 3 0.875 2 0.67 7
Ty 3 3 0.5 | 2 5
s 4 2 0.5 1 2.5 4
1 3 3 0.875 2 1.33 6
I 3 3 | 3 2 5
Ty 4 2 0.875 2 3.5 3
Iy 4 2 0.875 2 5 2

Table 7. Ordering of topological categories Bf(V*,Q*)
Category  TF Ty T8, Ty Ty TATF T T
Sum of ranks 3 6 7 9 11 12 15
< the most difficult the easiest —

A very shallow analysis ofhe results collected in Tables 4 anal&arly shows
that the CM task with the highest degree of difficulty always is the task that
corresponds to the underlying graph known as a chain (the deepest hiéraicnyd
T'1), while the bipartite graph ¢fand T2 ) represents the CM task withetfiowest
degree of difficulty (of course, it is true if only the fourth criterion is taken into
account).



Determination of structural importance of concepts

The main idea is borrowed from the structural modelidj, [but in case of CMs,
the method mudie modified

The determination of structural importance of concepts in a CM is based on the
usageof local and global information contained in the corresponding underlying
graph.Three parameters are used. The firstiiss Pg()Vi), which takes into account
local information, that is, how many direct relationships has the selected node (a
concept in a CM, respectively). All nodes are ranked using so called first ramkédR
node Viwi t h t he g9 isiamkedms the first.

The second parameters iB the number of paths from all apex nodes to the root
node that include the selected node. This global information represents connectedness
of the selected node with all other nodes and indirectly shows the role of the
corresponding concept in understargdithe whole CM. The nodes are ranked in
accordance with this parameter using so called second rarfthdR highest rank
receives the node with the greatest number of paths).

The third parametersRs the number of nodes in the reachability component that
includes the selected node and all its descendants. This parameter also represents
global information and in case of CMs may be interpreted in the following way: the
lack of knowledge of the corresponding concept may cause the lack of knowledge of
all other concepts in the reachability component. So, the larger is the reachability
component, the higher rank is assigned to this node (so called thirdd)ank R

The next step is to calculate the sum of ranks Ri1+R2+Rs. In essence, thegRs
the sum of placg according to the parameters P, and B. That is the reason why
the common rank &njof the node is obtained following the principle that the less is
the value of Rjthe higher is kmjof the node V

The Romis used for calculation of the structural importance of node

l o RCOIT]J;
Rmax
where Sjlis the structural importance of the nodg(& concept in a CM), &njis the
common rank of the nodejVand Rwax is the maximum value of & in the graph.

For better understanding of the proposed method, two categories of incoming trees
T*(V*,Q*) are chosen (see Figude

SIj=1+ (6)

3 4 5

Fig. 4. Examples of two categories of incoming trd&gv*,Q*

Results of calculations and ranking as well as the structural importance of nodes
are collected in Tabl8.



Table 8. Values of parameters B>, Ps, ranking and structural importance of nodes

Graph in Figureda Graph in Figuredb

The results collected in Table 8re rather interesting. For the graph in Figdae
all nodes have the same structural importance. So, each concept in a CM with such
structure is equally important for knowledge asgiion. The graph in Figurebdhas
one mostmportant node (node 2). Thus, mastering the corresponding concept is the
key for good assessment results.

Each of 114 students' developed concept maps were processedaeasiglligent
structural modehg tool 14S that spports the framework andhé method for
determination of structural importance of concepts describetthisnsection. The
comprehensive complexity of concept map of each student was found which may be
used for his/her knowledge assessment (maximum complexity has an expert's concept
map and it corresponds to maximum of points given for such concept map). Besides,
determination of structural importance of concept map elements reveals a student
understanding of what he/she thinks to be relevant in the learned topic.
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