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1Abstract - Semantic segmentation based on the deep 

learning techniques can be used for the non-invasive 

phenotyping of quinces. In this paper we present a deep 

neural network for generating pixel wise mask from 

RGB and Hyperspectral images of the quinces using the 

U-Net architecture. The generated mask will be very 

useful for the experts involved in the phenotyping for the 

getting the dimension of the quinces. Also it can be used 

in the future for automatic plucking of quinces by the 

robot. This paper also compares the evaluation metrics 

of the model trained on both RGB and HSI data. We 

were able to achieve an accuracy of 93.33% and 

70.225% for HSI and RGB data respectively. The 

developed segmentator is freely available in the GIT 

repository. The future works will include the model for 

detecting the ripeness of the quinces from the HSI data 

and also HSI images will be included in the dataset 

which will be helpful for the experts who are researching 

about the other fruits. 

Index Terms—Deep learning, Deep neural networks, 

U-Net, Phenotyping. 

I. INTRODUCTION 

Deep learning techniques can help the agricultural sector 

by helping the farmers to estimate the yield, prevention of 

crop diseases, monitor the crops using drones, etc. 

Hyperspectral imaging (HSI) which contains more elaborate 

information about the spectrum of light for each pixel will 

help the non-invasive phenotyping of crops. In this paper, 

we will generate the masks from HIS of the Japanese quince 

(Chaenomeles japonica) using the deep learning architecture 

called U-Net. The architecture of the U-Net was modified to 

get better results for our purpose by adding a batch 

normalization layer and introducing the padding. 

The predicted mask can be used for getting the 

dimension of the quinces and in the future maybe for the 

computer vision tasks. The images were captured using a 

hyperspectral camera called Specim IQ. The pre-porcessing 

of the data was quite important for the HSI model because 

the HSI dataset was quite complicated compared to the RGB 

dataset. The training has been done on both HSI data and 

 
 

RGB data. All the metrics obtained after training both 

datasets were compared to decide which approach is better. 

The paper also compares the predicted mask and ground 

truth pixel wise and shows the best and worst cases of the 

prediction according to their Jaccard indexes. We were able 

to acquire a mean accuracy of 93.33% with only 47 images 

in the training dataset and 12 in the validation dataset. Since 

the model and training was implemented in the PyTorch 

framework and the trained model is available freely in the 

Git, it will be useful for the researchers to implement or 

modify the parameters. 

II. RELATED WORKS 

Anand et Al [3] proposed a framework for IoT-assisted 

precision agriculture using the deep aerial semantic 

segmentation. Unmanned Aerial Vehicles (UAV) were used 

to acquire the images. DeepLabV3+ with ResNet (Output 

Channel = 128 and Output Stride = 8) was used for the 

feature extraction. Wang et Al [4] developed a semantic 

segmentation model based on the Encoder-Decoder network 

for crops and weeds. The images were pre-processed before 

feeding to the network. Transfer learning was also 

implemented due to less number of images for training and 

validation. The detection of multi-species fruit flowers with 

the help of semantic segmentation network [5]. In this paper, 

the model was fine tuned using the single set of apple flower 

images. The DEEPLAB and RGR refined module was 

combined to get better prediction and recall rates. Liyanage 

et Al [6] proposes a method to annotate RGB images and 

semantic segmentation for autonomous driving using the 

hyperspectral imaging. In the paper they compared the 

predicted mask with manually annotated ground data. 

Detection of plant responses to drought using the HSI and 

high throughput phenotyping platform [7]. In the paper they 

successfully detected the drought responses at early stages 

and revealed the recovery effects after re-watering period. 

Recognition and counting of spikes from images of wheat 

plants using deep learning frameworks [8]. In this context, 

T. Misra et Al developed Web-SpikeSegNet which will 

count the spikes in a non-destructive with the help of deep 

learning techniques and image analysis.  
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III. METHODOLOGY 

A. U-Net  

U-Net was developed in Germany by researchers at the 

University of Freiburg [9]. It is a fully convolutional neural 

network and was originally designed for processing 

biomedical images. When a raw image is fed into the 

network it will produce an output segmentation map and 

works decently with the touching objects of the same class. 

Since the Quinces will be very close to each other in the 

tree, the U-Net will be the perfect architecture for our 

purpose.  

The U-Net consists of an Encoder and Decoder part, the 

encoder uses the convolutional and max pooling layers and 

it is further divided into many layers. Each layer consists of 

two 3x3 convolutional layers followed by a ReLu activation 

layer. The transition between the layer is done with the help 

of a max pooling layer. While the encoder is responsible for 

gaining knowledge about the image, the decoder is 

responsible for figuring out the location of pixels on the 

needed images. For localization the skip connections are 

deployed, where the feature map of the encoder is 

concatenated to the output of the transpose convolution of 

the same layer. But unlike the original paper, the size of 

output and input images will be the same. We modified the 

architecture by introducing the batch normalization layer 

between the convolutional and ReLu activation layer. The 

padding of one is also used in the convolutional layer to 

prevent further downsizing. The model was implemented 

with the help of PyTorch framework. The architecture of U-

Net is shown in the Fig. 1. 

B. Training and Validation Dataset 

Hyper spectral images (HSI) were used for the training. 

The Quinces used for the dataset were grown locally in the 

Institute of Horticulture, Latvia. The HSI camera used for 

capturing the image was Specim IQ. The images captured 

using the camera had the size 512 X 512 and 204 number of 

channels. 47 images were used for the validation and 12 for 

the validation. Each images is the dataset has a wavelength 

band from 400nm to 1000nm. Since HSI is very rich in 

information, the memory occupied by the images was very 

high, so the batch size used for training was one. The image 

annotation was done with the help of VGG image annotator. 

An example of the preview of hyperspectral images 

represented using RGB format is shown in Fig. 2. The pre-

processing is important before the training of the model. 

Since there will be two files associated with only one image 

and training is carried out in PyTorch framework. The 

PyTorch dataloader class will get confused during indexing. 

So in order to solve this problem the HSI data and its 

respective header file should be converted to the NumPy 

array and store this arrays as a database. The NumPy arrays 

along with its respective masks are fed into the network for 

the training and validation. The channel associated with the 

color can be extracted the HSI data by dividing the 

difference between the bandwidth of the Specim camera 

which is 600nm and wavelength of the particular color and 

the number of channels which is 204. The training was done 

on NVIDIA A100 GPU card.  

Fig. 1. U-net deep neural network architecture. 

Fig. 2. Preview of image in the dataset. 
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C. Evaluation 

The model is evaluated by the metrics like Jaccard index, 

Accuracy, Precision, Recall and F1 score. Jaccard index: 

The intersection over union (IoU) metric also referred as 

Jaccard index is calculated by the equation: 

        (1)

 

Accuracy is also an important metric to evaluate the 

performance of the network. The network is given by: 

       (2) 

TP - True Positive, TN - True Negative, FP - False 

Positive and FN - False Negative. Precision gives an idea 

about how good is the positive detection relative to the 

ground truth and it is defined by: 

        (3) 

While recall gives the completeness of positive 

prediction compared to the ground truth: 

        (4) 

F1 score is the harmonic mean between the precision and 

recall and it’s given by the equation: 

          (5) 

The Loss is calculated for both the training and 

validation for saving the weights. Since it is only binary 

class segmentation which have only class, the BCE-Dice 

loss is calculated. This loss is a sum of binary cross entropy 

loss (BCE) and Dice loss.   

IV. RESULTS 

The number of epochs has been set to 50 epochs for the 

training of model on HSI data and 200 epochs for the RGB 

data. The weights will be saved based on the validation loss. 

If the validation loss of the current epoch is less than the 

validation loss of the previous epoch the weights, 

checkpoints will be saved. The training and validation losses 

of the models trained on both the data are shown in the Fig. 

3 and Fig. 4 respectively. It is clear from the Fig. 3 and Fig. 

4 that the validation loss is minimum at the 40th epoch for 

the model trained on the HSI data and 200th epoch for the 

RGB data. The RGB model was learning quite slow after the 

100th epoch, but the loss was still decreasing. The Fig. 5 

and Fig. 6 shows the ground truth and predicted mask 

generated by the RGB and HSI model respectively. The 

images for testing the model are fed to the network and the 

best and the worst cases generated by model trained on the 

HSI data according to the Jaccard index are shown in the 

Fig. 7. The blue and red portion represents the ground truth 

and predicted mask respectively. The only aspect that model 

trained on RGB data is leading is 12.83 frame per second 

(FPS) compared to 1.73.  

 

Fig. 3. Losses vs Epochs. 

Fig. 4. The training vs validation loss of model 

trained on RGB data. 

Fig. 5. The ground truth and predicted mask generated 

by model trained on RGB data. 

Fig. 6. The ground truth and predicted mask generated 

by model trained on HSI data. 
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The mean value of all the evaluation metrics obtained 

after training the model on both, the data are shown in the 

Table I and Table II respectively. Despite the same number 

of images on both, the dataset are same all the metrics 

observed after the training was considerable smaller for the 

model trained on the RGB images. These effects were 

visually observable in the predicted mask compared to the 

ground truth.  

 

 

TABLE I 

EVALUATION METRICS OF MODEL TRAINED ON 

HSI DATA 

 

Metric Value 

Jaccard index 0.5476 

F1 0.6911 

Recall 0.7550 

Precision 0.6420 

Accuracy 0.9330 

 

V. CONCLUSIONS 

This paper presented the generation of masks for 

Quinces using the U-Net architecture. Since the dataset was 

of Hyperspectral images which are rich in information, the 

model trained on the HSI data was better in any of the 

metrics as compared to model trained on the RGB data. FPS 

is the only metric were the model, trained on the RGB data, 

is leading. The weight obtained after the training for 

generating pixelwise mask was quite accurate in case of HSI 

data was quite accurate even though the number of the 

images in the dataset was very small. These generated 

masks will be quite helpful for the experts to get the 

dimension of the quinces for either research or estimation of 

the yield. The model can be improved by adding the HSI 

images to the already existing dataset and train the model on 

the enlarged data. 
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