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Abstract: In this paper, we address the most pressing challenges faced by the manufacturing sector, particularly the manufacturing of small and medium-sized enterprises (SMEs), where the transition towards high-mix low-volume production and the availability of cost-effective solutions are crucial. To overcome these challenges, this paper presents 14 innovative solutions that can be utilized to support the introduction of agile manufacturing processes in SMEs. These solutions encompass a wide range of key technologies, including reconfigurable fixtures, low-cost automation for printed circuit board (PCB) assembly, computer-vision-based control, wireless sensor networks (WSNs) simulations, predictive maintenance based on Internet of Things (IoT), virtualization for operator training, intuitive robot programming using virtual reality (VR), autonomous trajectory generation, programming by demonstration for force-based tasks, on-line task allocation in human–robot collaboration (HRC), projector-based graphical user interface (GUI) for HRC, human safety in collaborative work cells, and integration of automated ground vehicles for intralogistics. All of these solutions were designed with the purpose of increasing agility in the manufacturing sector. They are designed to enable flexible and modular manufacturing systems that are easy to integrate and use while remaining cost-effective for SMEs. As such, they have a high potential to be implemented in the manufacturing industry. They can be used as standalone modules or combined to solve a more complicated task, and contribute to enhancing the agility, efficiency, and competitiveness of manufacturing companies. With their application tested in industrially relevant environments, the proposed solutions strive to ensure practical implementation and real-world impact. While this paper presents these solutions and gives an overview of their methodologies and evaluations, it does not go into their details.
demands of the manufacturing sector, empowering SMEs to thrive in a dynamic and competitive market landscape.
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1. Introduction

To avoid the relocation of manufacturing plants to countries with low wages and lower production costs, the manufacturing sector needs to transition beyond the standard automation approaches. Changes in market demands and optimizations of supply chains also call for new paradigms in manufacturing processes. Moreover, the current trends are pushing the manufacturing sector towards high-mix low-volume production, which calls for collaborative and more flexible solutions and production systems. As a high percentage of manufacturing companies (approx. 80% in the EU) are small and medium-sized enterprises (SMEs), new paradigms must support the introduction of new production processes beyond those currently used in large manufacturing companies. In order to stay competitive and maintain efficiency, new manufacturing solutions for SMEs need to be low-cost and easy to integrate. The solutions presented in this paper fulfill these objectives and all strive towards one goal: increasing the robot-supported agile production. They implement methods that showed promise in laboratory settings but have not yet become standard in the manufacturing industry. While not all presented solutions have novel underlying methodologies, they strive towards industrial implementation through modularization, low cost, and industry-relevant evaluations and improvements. By designing the solutions as stand-alone, easy-to-integrate, and well-defined modules, they can be integrated as individual solutions or combined to solve a more complex task in industrially relevant environments, i.e., technology readiness level (TRL) 5 and above. The 14 presented solutions bring together different key novel robot technologies from various fields: from robot cell development to human–robot collaboration.

A significant part of the robot work cell development, especially in the automotive industry, is dedicated to ensuring a firm placement of workpieces. In manufacturing systems, fixturing jigs are usually used to firmly hold workpieces so that a robot can perform its operations reliably. As the variability of workpieces is increasing and the batches are becoming smaller [1], agile manufacturing must also address the construction and maintenance of fixturing systems. A vast majority of fixturing systems in industry are specifically designed and constructed for each workpiece. As an alternative to dedicated fixtures, reconfigurable fixtures can be used. They adapt to different workpieces either by internal actuators or external manipulation [2,3]. While reconfigurable fixtures have already been utilized by industry, mainly hand-adjustable tables are used for reconfiguration [4]. One of our presented solutions, “Optimal locations and postures of reconfigurable fixtures”, tackles passive fixturing systems that can be reconfigured by robots and enables the determination of optimal placement and configurations of a fixturing system for multiple workpieces. The proposed solution significantly reduces the cost of introducing reconfigurable fixturing systems into manufacturing processes.

The most essential component in the electronics sector is the printed circuit boards (PCBs). There are two primary types of PCBs, through-hole technology (THT) and surface mount device (SMD) PCBs [5]. THT PCBs have been used for decades as they are preferred for their durability, reliability, and ease of repair [6]. Automated assembly of THT PCBs has been a challenge for the electronics industry due to the manual labor required, leading to longer production times and increased errors. While there are automated solutions available, they are mostly used for SMD components. Automation for THT components needs extra steps in aligning the connection wires [7]. Thus, the automation is costly, limiting its accessibility to smaller manufacturers. Consequently, there is a growing concern
about developing a low-cost automation solution for THT PCB assembly. In this paper, we present a low-cost automation solution that combines a high-precision robot with a vision system. It has the potential to improve the efficiency and accuracy of THT PCB assembly, making it an ideal option for small-scale production or manufacturers with varying order sizes. By integrating a robot and vision system, we have developed an affordable and accurate solution to address the challenges of manual THT PCB assembly.

Computer vision is a useful component for novel solutions in robot cell design. The next presented solution focuses on object detection, or, more precisely, on the data collection methods for object detection. Data collection and processing play an important role in machine-learning processes where on average, more than 80% of time is spent on the collection and processing of data [8]. Data-driven machine learning methods are important for robotics because they enable robots to anticipate events and prepare for them in advance, thus coping with dynamic conditions and unforeseen situations. Data collection techniques vary depending on the use case [9]. In the field of smart manufacturing, where product variety is large and precision should not be lost when the system is reconfigured for a new product, the re-usability of existing data sets is limited. Manual labeling methods are time-consuming, expensive, require expert knowledge, and can lead to human errors [10]. With the provided solution, synthetic data generation is used, which reduces the burden of manual labeling and data gathering in the manufacturing process.

Besides collecting training data for vision-based control, simulation can also be utilized to assess wireless sensor networks for Industrial Internet of Things (IIoT) in a 3D environment. Wireless sensor networks (WSNs) are networks of small, low-cost, low-power devices that communicate wirelessly to perform a specific task. They consist of nodes equipped with sensors that measure physical or environmental parameters, which communicate with each other to collect, process, and transmit data wirelessly. WSNs have a wide range of applications, including industrial control, environmental monitoring, healthcare, and home automation [11]. They are used when wired connections are not feasible or too expensive, such as in remote or hard-to-reach areas. The presented solution provides a WSN simulation in a virtual IIoT infrastructure in order to test the cybersecurity, and optimize the position of IIoT devices and orientations of the antennas.

While simulation can benefit assessing wireless sensor networks for IIoT, innovative IoT-based predictive maintenance can improve productivity, product quality, and overall effectiveness. This can be achieved by using the actual operating condition of the equipment to optimize the plant operation [12]. This implies relying on the data gathered from the plant about mechanical conditions, system efficiency, and other indicators to determine the actual time-to-failure instead of using average-life statistics. Zonta et al. [13] reason that the dissemination of IoT together with predictive maintenance-related research in Industry 4.0 is growing, yet the review of the actual sensor network deployments shows that from all the actually deployed sensor networks targeting the industry, only approximately one third are in the usable Technology Readiness Level of TRL 7 or higher. This suggests that there is a possible improvement for innovative IoT-based predictive maintenance solutions and their development. We provide a solution that enables both the initial predictive maintenance deployment as well as the possibility to improve and expand on the used techniques by using the “Infrastructure as a Service” approach.

An advanced simulation environment is also the core of another solution presented in this paper, “Virtualization of a robot cell for training and production prototyping”, which uses simulation for operator training. The increased requirements for system agility also set new requirements for operator understanding and planning. Currently, the training of the operators takes place on-premise with the associated production equipment, through the user interface of the system. This means that the production equipment is offline during the training and familiarization period resulting in a need to balance between operator training and reduced production capacity [14]. The proposed solution focuses on the control of a simulated manufacturing hardware using a real controller. The simulated hardware is represented in a real-time 3D-environment, which can be used for demonstrating actual
system functionality, training employees, virtual commissioning, and for testing production operations for new parts.

As we have already mentioned, industrial production is currently undergoing a shift towards customization and personalized production, which requires a more frequent reconfiguration of manufacturing systems. This requires not only the development of new reconfigurable hardware for robotic cells but also new methods for the programming of robots. One of the solutions proposed to ease the task for robot programming by inexperienced workers is based on a virtual reality (VR) environment, which uses digital twin technologies and IIoT to provide an intuitive and safe method for programming robots.

Robot programming using a teach pendant can be cumbersome and even hazardous when the intended workpiece is a physically large object. Programming performed offline in a simulation or VR environment solves some issues of manual programming, but it requires a digital model of the environment, which can sometimes be difficult to obtain. By generating robot trajectories autonomously, i.e., “on-the-fly” by using inputs from a 3D scanner, we can avoid manual programming without using digital models. In the proposed solution, the digital shadow of the robot [15] is supplemented by a digital shadow of the workpiece during the process of scanning large objects.

Force-based tasks are another type of task where it is problematic to use digital models as it is often not possible to accurately simulate forces. We have therefore developed a new methodology for robot programming by demonstration where the programmer manually guides the robot through the desired tasks instead of coding. In the past, considerable effort has been dedicated to the automation of tasks such as polishing and grinding using industrial robots [16]. Methods based on a predefined skills library have also been proposed [17]. The solution proposed in this paper can be used to program force-based skills from scratch. It is based on the concept of virtual mechanisms and can replicate the forces and torques arising during the task demonstration by a human expert. The proposed approach was validated in a relevant environment (TRL 5) in collaboration with an industrial partner.

Human–robot collaboration is gaining ground in the manufacturing industry, not only as a way to ease the programming of robots but also to optimize task allocation and workflow management. As modern production systems incorporate human operators and robots [18], novel solutions are addressing the scheduling of tasks between human–robot collaborative teams [19,20]. However, these approaches lack online reconfiguration of task plans during task execution, limiting them to offline planning. The solution presented in this paper introduces a comprehensive framework that efficiently distributes work between humans and robots, adapts to changes (e.g., malfunctions) during production, and enables online workload reconfiguration.

When human–robot collaborative teams operate simultaneously in a shared workspace, humans have limited possibilities to follow static user interfaces or to use physical buttons [21]. In the case of complex and demanding assembly tasks, the operator must focus both on the actual task as well as the activities of the robot supporting the operator. Our solution for more effective human–robot collaboration uses a standard digital light processing (DLP) projector to present the operator with a graphical user interface (GUI) projected on the robot working area. Besides collaborative task instructions, the system also presents safety information to the operator.

As human–robot collaboration is being introduced to manufacturing halls, human safety is paramount. Two solutions presented in this paper focus on increasing human safety in a shared workspace. “Safe human detection in a collaborative work cell” is an open-source approach to safety in a flexible production cell. It utilizes sensor fusion of multiple, safety-certified monitoring devices. An additional indoor location system and a 360-degree camera enhance safety by tracking the movements of human workers and mobile robots. The proposed solution combines devices and approaches that have already been used by industry. For virtual safety training and risk assessment, a digital twin of the production cell is used. The second human safety module is not focused on human detection but rather deals with adaptive speed and separation monitoring. A multi-
level distinction based on sharing physical workspace and sharing tasks with cognitive engagement [22] has been proposed. The first level involves sharing the workspace without contact or coordination, while the second level involves direct interaction through gestures, vocal instructions, and force application. This approach has been proposed in various use cases [23,24] where safety is addressed through mechanical, sensory, and control safety mechanisms.

While human–robot collaboration can increase the agility of the manufacturing process, so can a wider implementation of automated ground vehicles (AGVs). The last solution presented in this paper incorporates an AGV and other emerging technologies in the intralogistics domain. We have provided a module for optical line following and visual servoing of an omnidirectional mobile robot. Such functionalities are often required by manufacturing SMEs that need robots for smart assembly solutions.

2. Solutions for Agile Manufacturing

Fourteen various solutions designed as stand-alone easy-to-implement modules covering eleven different topics are presented in this section. Each solution aims to increase agility in the manufacturing sector by pushing beyond standard approaches or implementing ones being on the cusp of industrial implementation. Various stages of the manufacturing process are tackled in areas of robot cell development, computer vision, simulation, IoT, robot programming, VR, digital twins, human–robot collaboration, safety, and AGVs.

2.1. Optimal Locations and Postures of Reconfigurable Fixtures

The design of fixtures plays an important role in the area of robot cell development, as manufacturing production lines often call for firmly fixed workpieces in order to ensure reliable robot operations and proper tolerances. While traditional fixtures are specially designed and constructed for each workpiece, (passive) reconfigurable fixtures provide a more agile and affordable solution. Parallel mechanisms, e.g., Stewart platforms, are ideal components of fixturing systems as they excel in load-bearing properties while providing 6 degrees of freedom for fixturing points. Fixturing systems used in this module are based on Stewart platforms, which we call hexapods. They are passive, i.e., they have no actuators.

While the hexapod’s base is firmly mounted in the cell, the top plate can be moved once the brakes are released. The robot is used to move the top plates and thus reposition the fixture points. When deploying multiple hexapods to mount a set of different workpieces, it is necessary to determine optimal base locations and top plate postures. Determining such a layout can be a tedious and time-consuming task, which becomes especially difficult where multiple workpieces with multiple anchor points need to be firmly positioned in the work cell [25]. An example fixturing system with three hexapods holding two different workpieces can be seen in Figure 1.

This module provides an optimization procedure for the determination of an optimal layout of a fixturing system consisting of \( M \) hexapods for \( N \) different workpieces. For this purpose, we defined a nonlinear constrained optimization problem. By solving this optimization problem, we obtain the mounting locations of the hexapods in the cell \( \mathbf{b} \) as well as the postures of the top plates \( \mathbf{p} \) so that all \( N \) workpieces can be placed onto the fixturing system without re-positioning their bases. The computed postures of the top plates can then be established by a robot, which moves the platforms’ top plates without any human intervention.

To formulate an optimization problem, a suitable criterion function and constraints need to be defined. We define the criterion function as

\[
    c(\mathbf{b}_i, \mathbf{p}_j) = \sum_{j=1}^{N} \Delta w_j + \sum_{j=1}^{N} \sum_{i=1}^{M} \Delta p_{ij} \tag{1}
\]

where \( \Delta w_j \) is the pose difference of the workpiece \( j \) with respect to its preferred pose and \( \Delta p_{ij} \) the pose difference between the top plate of hexapod \( i \) and its natural pose. This criterion function thus prefers workpiece poses close to the ideal workpiece poses specified...
by the production process expert and hexapod postures that are close to the neutral posture of the hexapod. By preferring top plate poses close to their natural posture, we ensure that hexapods are as far as possible from their kinematic limits. To make certain that all workpieces can be mounted on the hexapods, we define a set of constraints. Every workpiece is attached to the top plates of all hexapods in the fixturing system at predefined anchor points. Thus, the locations and postures of all hexapods in a fixturing system must fulfill the constraint that the desired anchor points lie within the workspace of the hexapods. We also introduce additional constraints so that the base plates of the hexapods do not overlap. Finally, to prevent collisions between the legs of hexapods, which could occur if top plates rotate too much, the limits on the top plate orientations are set.

**Figure 1.** An example of a fixturing system used to mount different automotive light housings. Three hexapods can firmly fix two different workpieces with multiple anchor points without the need to reposition their bases: (a) small light housing and (b) a larger light housing. Reconfiguration for both workpieces is performed with a robot without any human intervention.

Additional constraints can be added to further define the desired solution.

An industrial use case study showed that the proposed optimization system can be used to compute the fixturing system layouts that enable the mounting of different automotive light housings (see Figure 1). To evaluate the proposed procedure more in depth, a modular workpiece with a different number of anchor points, thus requiring different numbers of hexapods for mounting, was designed in simulation. Computational times for different numbers of workpieces and different numbers of hexapods in the fixturing system were then studied. As expected, the computational time increases with the number of workpieces and hexapods included in the layout: from under 5 s for 3 hexapods and up to 40 s for a solution including 6 hexapods and 6 different workpieces.

The module described above provides the calculation of optimal layouts for reconfigurable fixturing systems that can hold multiple workpieces. The fixturing systems built from hexapods and the procedure for optimal layout calculation were evaluated in a practical industrial scenario and thus achieved TRL 6. The proposed solution is flexible and enables the consideration of different production aspects by adding constraints based on the current production demands.

### 2.2. Assembly of Through-Hole Technology Printed Circuit Boards

Another robot cell development solution tackles the assembly of through-hole technology printed circuit boards (THT-PCBs), which is a common practice in the electronics industry. While there are possible solutions for fully automated assembly, they are often expensive and may not be cost-effective for smaller manufacturers. The assembly is thus typically performed manually, which can be time-consuming and error-prone [26]. Our solution uses a low-cost robot with high precision, combined with a vision system, to automatically
assemble electronic components on THT-PCBs. The vision system allows the robot to locate the components in their containers and place them accurately in the corresponding positions on the THT-PCBs. A pre-existing software is used to recognize the components based on their contours and locate them accurately in their containers. The robot is programmed to pick up the components from their containers and place them in the corresponding positions on the THT-PCBs. A seamless integration of the robot, vision system, and software is ensured to achieve precise and efficient assembly.

The evaluation of the proposed solution was performed with various components and showed that the robot was able to pick up and place the components accurately on the THT-PCBs. The assembly station used for evaluation in a laboratory setting can be seen in Figure 2. The vision system was also able to locate the components in their containers correctly, ensuring precise placement on the THT-PCBs. The proposed assembly of THT-PCBs was further evaluated through three Key Performance Indicators (KPIs) to provide a comprehensive overview of the system’s capabilities, costs, and efficiency in comparison to traditional manual assembly methods. By evaluating the programming effort for the assembly set-up, we saw 2 months (318 h) for the full set-up, including all stages of programming and testing. Adding a new component post initial set-up requires a week (39 h) for reliable assembly. To provide a potential cost insight to users, we estimated the total hardware cost of the demonstrator at 60,000 €. To gauge the system’s potential, we compared robot assembly times to humans. Measurements focused on the first workstation components. Methods-time-measurement (MTM) was used to determine human worker times. Comparatively, the robot took 123 s for a single PCB’s components. Thus, it needs 434.12% of the time a human worker would take. Conversely, human workers take only 23% of the robot’s time. The evaluations showed that partial automation promises future benefits, including continuous work without breaks and operations outside regular shifts. Indirect benefits include potential automation of production line documentation and better integration into digital processes. Additionally, positive ergonomic impacts might enhance worker satisfaction and reduce absenteeism [27].

Figure 2. The assembly station for the automated THT-PCBs assembly.
2.3. Object Detection

While standard off-the-shelf vision solutions offer benefits in automating assembly processes, exploring novel approaches in computer vision and simulation can bring further advantages to the manufacturing sector, enhancing its agility. This solution introduces a novel data preparation method that employs a simulation environment for a bin-picking scenario. In object detection tasks, manual labeling involves marking each object with a bounding box, while for segmentation, each pixel belonging to the object needs to be marked. Dynamic environments, particularly those with randomly piled objects, pose challenges due to uncertainties and varying environmental conditions. To meet precision requirements in a smart manufacturing environment, the training data set ideally should cover these diverse conditions. However, acquiring and labeling real data can be time-consuming and resource-intensive, especially when attempting to recreate all possible configurations.

To address these challenges and facilitate the application of modern computer vision methods in industry, the proposed solution centers around synthetic data generation. By employing a systematic rendering process that adjusts various image parameters, such as object, camera, and light positions, object color or texture, surface properties, brightness, contrast, and saturation, the approach produces highly realistic synthetic images that mimic the characteristics of real data. This synthetic data generation results in a diverse data set with varying levels of resolution and realism, tailored to specific requirements.

An essential advantage of the synthetic data generation approach is the automatic generation of labels and masks for the generated data (as shown in Figure 3), significantly reducing the manual effort needed for data gathering and labeling. This streamlining of the process makes it easier and more efficient to utilize state-of-the-art computer vision techniques in practical industrial applications.

![Figure 3. Scene including the plastic bottle and the metal can (middle) together with the corresponding depth image (left) and segmentation masks (right).](image)

The method presented allows for almost fully automated data generation, with only minimal manual adjustments required on a per-use-case basis. The reduction in manual effort compared to traditional data labeling is substantial. For the object detection task, the manual labeling of 2200 scenes took around 80 h, while the synthetic data generation process required only about 30 min, resulting in an impressive manual process reduction of approximately 99%.

However, despite the advantages of data generation in simplifying system reconfiguration, there are potential trade-offs in precision results due to differences between simulated and real-world data. To comprehensively assess the performance of the synthetic data generation approach, a series of experiments were conducted, and detailed results can be found in [28]. The study employed combinations of the generated data set, real data set, and various mixtures of both to train an object detector, which was subsequently evaluated on two distinct test data sets. In most cases, models trained with a higher ratio of real data outperformed those trained primarily on synthetic data in terms of precision. Nevertheless, even the models trained exclusively on synthetic images demonstrated sufficient precision for identifying suitable grasping candidates in the bin-picking scenario. Introducing syn-
thetic images to diversify the training data set led to an increase in precision; however, surpassing a synthetic data ratio of 50% resulted in diminished precision.

Overall, the synthetic data generation framework integrated into the object detection module shows promising results for computer-vision-based robot control and serves as a valuable complement to real data, particularly when the available variation in real training data is limited. It is essential to find the optimal balance of real and synthetic data to achieve peak precision since an excessive reliance on synthetic images may lead to reduced accuracy. Emphasizing the data preparation process, which has reached TRL 6, the framework for data generation can be effectively utilized in various computer-vision-based robotic grasping tasks. Nonetheless, further developments are required to establish a comprehensive grasping pipeline tailored to the specific application scenario.

2.4. Industrial IoT Robustness Simulation Modules

More and more sensors are needed to monitor industrial processes and to continuously collect measurement data from industrial plants and devices, enabled and driven primarily by IoT [29]. As a basis for data exchange, WSNs are networks of small, low-cost devices with low power consumption that communicate wirelessly with each other to perform a specific task. They consist of nodes equipped with sensors that measure physical or environmental parameters, which communicate with each other to collect, process, and transmit data wirelessly. WSNs have a wide range of applications, including environmental monitoring, industrial control, healthcare, and home automation [11]. They are used when wired connections are not feasible or too expensive, such as in remote or hard-to-reach areas. The state-of-the-art for WSNs includes low-power wide-area networks (LPWANs), energy harvesting, edge computing, machine learning, and security techniques [30].

The Industrial IoT Robustness Simulation provides an extensible and highly configurable “discrete event simulator”. The current implementation of different simulation models realizes a simulation for wireless sensor networks in a 3D environment. The two modules that are the focus of this solution are “Network Device Positioning” and “Cybersecurity Fallback Simulation”. Both new software artifacts extend the core functionality of a software project called d3vs1m-discrete events & development for network device simulation. The d3vs1m project is an open source library and simulation tool for simulating wireless sensor networks to support the integration process of such IIoT networks in the manufacturing environment. Due to the processes and logistical challenges, there are many mobile and stationary operating resources in production, such as mobile robots, edge devices, or automated guided vehicles (AGVs), that have to communicate in networks with each other. Such networks are vulnerable to physical changes in the environment and cyber attacks. This use-case simulates the behavior of WSNs in a virtual IIoT infrastructure. Today’s challenges need to be addressed in simulations; current limitations include the complexity of simulating large networks, the difficulty of accurately modeling real-world user behavior and network conditions, and the computational resources required to perform simulations. In addition, there may be issues with standardization and compatibility between different simulation tools and frameworks. Most importantly, access to open source products for the wireless networking domain is severely limited. During the simulation, the distances, the received signal strengths, and the relative orientation between the radio antennas are calculated as network characteristics. Within the d3vs1m simulation, the position of each device can be changed by the device simulation, so that mobile devices or moving parts can be simulated correctly. Changing the position leads to a recalculation of the relationships between all network participants. In addition, a new technology called Network and Intrusion Detection System (IDS) has been implemented, this provides fallback simulation and can be seen as an extension of the simulation core, specifically for mobile networks. The module provides a taxonomy of more than 45 cyber attacks for different types of networks or physical layers. The reference implementation focuses on battery-powered systems and implements a battery life exhaustion or energy drain attack that can be launched by attacking the physical layer or the application layer of the devices’
software. The simulation modules are developed completely in C# and based on the “.NET Standard 2.0”. This can be seen as the contract to multiple target environments that can execute the application logic. The provided runtime may be installed on Windows, Linux, Mac, or even mobile or industrial computers. The positioning of network devices is an easy text-based configuration. The positions of IIoT devices can be set within a 3D environment within a JavaScript object notation (JSON), Figure 4. The position is given as Cartesian coordinates where the Y directions represents the vertical height of the 3D environment.

```
[  
  {  
    "Name": "Anchor_0x01",  
    "Position": {"X": 22.1, "Y": 8.5, "Z": 20 }  
  },  
  {  
    "Name": "Tag_0x01",  
    "Position": {"X": 14.5, "Y": 3.25, "Z": 56 }  
  },  
  {  
    "Name": "Tag_0x02",  
    "Position": {"X": 16, "Y": 2.5, "Z": 20 }  
  }  
]
```

Figure 4. The example shows an array of three devices, that have a given name and a position property.

WSN simulation still has challenges and limitations, such as accurate modeling of real-world conditions and computational requirements when simulating large networks. In the future, network simulation is expected to evolve in several areas. These include a greater emphasis on security and privacy [29], the integration of artificial intelligence (AI) and machine learning [31], the use of virtual and augmented reality [32], the development of 5G and beyond network simulations, and increased collaboration and standardization between researchers and industry [29].

### 2.5. Predictive Maintenance with IoT

One way to increase the agility of manufacturing processes is through predictive maintenance. This solution provides maintenance via IoT networks, as the complexity and cost of undergoing the standard digitalization process at a factory are quite cumbersome. In the traditional way, this requires the acquisition of new equipment supporting the digitized features leading to high costs in equipment purchase, human resource re-training with the new equipment, and lost revenue due to downtime of the factory while undergoing the upgrade process. The proposed solution tries to provide an alternative route by introducing digitalization in the factory while it is still running the original equipment, thus completely avoiding all the previously mentioned downsides of factory digitalization. This proposed solution for factory digitalization brings predictive maintenance to the non-digitized factory while minimizing costs and factory downtime by using an “infrastructure as a service” approach. Using the infrastructure as a service the sensors necessary for predictive maintenance can be seamlessly integrated and validated in the factory. We use the EDI TestBed, which provides the ability of large-scale sensor network deployment and additional debugging features such as energy consumption monitoring, power profiling, network testing, etc.

EDI TestBed [33] is an infrastructure as a service-based module that provides the user with remote access to WSN/IoT hardware distributed across the EDI office 7-floor building and outside of it located in Riga, Latvia. Although the hardware is located in EDI building remote access is provided for users to interact with the infrastructure. The EDI TestBed includes some outdoor nodes and some mobile nodes visible in Figure 5 capable of providing full testbed functionality anywhere with an internet connection using a private VPN. Such an approach enables factory deployments and controlled experiments, allowing users to evaluate the proposed solution in a real environment without relatively
big investments necessary to purchase the equipment and pushing for faster and more agile prototyping.

Figure 5. Mobile EDI TestBed workstations.

The modules in this solution were validated and demonstrated at a TRL6 in an H2020 ECSEL JU project Arrowhead-Tools in a use case deployed in the Arçelik production line in Istanbul, Turkey providing a remote digital interface for testing and verification of power supplies. The use case demonstrated a reduction in engineering costs by 20% and design and approval process time by 25% with the introduction of a digitalized solution in the form of a remote automated interface.

2.6. Virtualization of a Robot Cell for Training and Production Prototyping

While simulation is useful for synthetic data collection and evaluating IIoT networks, it can also be an integral part of training and production prototyping [34]. The solution titled virtualization of a robot cell for training and production prototyping focuses on the control of simulated manufacturing hardware using a real controller. The simulated hardware is represented in a real-time 3D-environment, which can be used for demonstrating actual system functionality, training employees, virtual commissioning, and testing production operations for new parts. These activities can be performed before the system even exists or after commissioning when they can be performed without disturbing the ongoing production. Since the control software used is identical to the real-world control software, all production master data created with the virtual system can be applied to the real one.

The Fastems cell controller, used for this solution, is an industrial PC that is used to host the manufacturing management software (MMS). It is identical to the one used to control real manufacturing hardware. The cell controller can also be housed inside a TouchOP human–machine interface (HMI-device), which provides the user with a screen, keyboard, and mouse that can be used to interact with the MMS user interface. Otherwise, a separate set of these peripherals is required. The cell controller also includes a Fastems specific connectivity solution, which allows the Fastems 8760 Support and user to connect to the system remotely. The 3D environment is run on a second PC and after the model is configured and running it does not require any additional user inputs. Therefore, only a screen is required for this PC. A virtual reality headset can be attached to allow the user to walk around the virtual system. There are no specific system requirements for the PC, but it must meet the minimum requirements for running Visual Components 4.2. Higher graphical fidelity and VR capabilities require a more powerful PC but are not required to utilize the module. Additionally, multiple PCs and screens can be connected to the system to view and interact with the MMS user interface. These PCs can be used to add and edit master data, view and create production orders, import numerical control programs, view
the key performance indicators (KPIs), etc., locally or remotely. The screens allow the user to display the virtual model or, e.g., system KPIs to a larger audience. These screens are not considered to be a part of the module and are purely optional.

The key element of this solution is that the control software acts as if it is controlling a physical system. This way, the behavior of the system stays identical between the physical and virtual counterparts. It also means that all of the skills learned in the virtual environment will directly translate to the physical one and vice versa [35]. The module simulates production on a flow/process level and does not simulate the internal processes of machine tools or other similar devices in the system.

Three main KPIs were evaluated during the evaluation: re-configure time, training time, and labor safety. These KPIs were evaluated because they directly measure the ability to keep the system and personnel in productive use. Thus, the evaluated KPIs also indicate the business case viability for this module.

The re-configure time was defined as the time saved (%) when configuring the cell using a virtual counterpart instead of the physical cell. This can be measured in two datasets, in which the first is performed with the virtual cell and the latter is performed with a physical cell. The time saved is the difference in times between these two. The estimated result for this KPI was that around 20–25% of the required reconfigure time can be saved with this solution. The practical impact of this depends on the frequency of the system reconfiguration. In cases where there are frequent production changeovers and the introduction of new parts, the benefit can be substantial despite the relatively low KPI value. Training time was defined similarly to the re-configure time. It was defined as the production time saved when employees are trained with a virtual system instead of a physical one. This is measured as the amount of training time that can be carried out virtually. The result of this was estimated to be around 80%. Despite the high KPI value, there are always some minor topics that require physical interaction with the actual system. Since the productivity loss resulting from training is now reduced, the employees may be trained more often which leads to a more competent workforce. Labor safety was closely connected to the training time as it is the percentage of time that operators can do work outside of the factory floor or other hazardous environments with the virtual system. The majority of the benefits from this KPI come from the reduction in employee absences from productive use due to injuries or sick leave.

The module is already suitable for offline operator training in agile production environments but requires further development to improve its applicability in more complex robot system deliveries. According to the EU innovation radar [36] the proposed solution can be seen as being ‘Advanced on technology preparation’. This means that further development on system component-level optimizations is still needed to ensure the viability of the module business model before bringing it to market.

2.7. VR Programming of Manufacturing Cells

The agility of the manufacturing sector can be increased with simulated environments in multiple ways [37–40]. This module presents a solution for offline and remote robot programming by using digital twins, VR, and IoT. Robot programming can be time-consuming, requires expertise, and can be expensive. Furthermore, it can be dangerous for inexperienced workers to program and use industrial robots, and teaching new operators requires robots, which could occupy the ones in the manufacturing lines. The use of multiple robots from different brands presents another challenge, as each brand has its own system and programming methods, which can make it difficult for them to communicate with each other.

The presented solution first builds a digital twin of the environment and digital models of the used robots. In addition, a virtual control panel is added for each of the robots. By using VR, it is possible to move and drag the robot’s tool center point (TCP) to its desired position and program the robot. To program the robot arms, the VR controllers are used to pull the TCP point to the desired location and save the waypoint by pressing the
button on the virtual control panel. There are also buttons on the virtual control panel for deleting/changing waypoints and gripping objects. Moreover, it is also possible to run the program with the virtual robot arms to see the movement. To program the mobile robot, the user moves through the virtual environment of the laboratory and uses the VR controller to add positions. When a position is added, a yellow marker is created to show where the mobile robot will move. The digital twin environment is connected to an IIoT server (OPC UA). Therefore, when the virtual robots have been programmed and the programs have been validated in the digital twin, the robot programs can be transferred to physical robots. Moreover, since the system uses IIoT, it is possible to program the robots remotely and then transfer them to the physical robot.

To demonstrate how this system works, three industrial robots and a mobile robot have been added to a digital twin, as shown in Figure 6. All of these robots can be programmed in the virtual environment separately or they can be programmed together. When the programs have been created, they can be transferred to the OPC UA server and directly executed on the robots. A video showcasing how all the robots can be programmed can be found at https://www.youtube.com/watch?v=wG8npG-Lxd0 (accessed on 28 June 2023).

![Figure 6. The system structure for VR programming of robots.](image)

In robotics, VR facilitates a cost-effective concept prototyping in safe environments, emphasizing safety and utilizing collision detectors to alert trainees to risks without real-world harm [41]. Building on this foundation, the system we have designed serves as a proof of concept that showcases how different technologies can be used together. We demonstrate how VR can be employed as a simple, intuitive, and safe method for robot programming in teaching. Additionally, the use of the OPC UA standard enables communication and control across different robot brands, fostering machine-to-machine communication. This can further allow the development of a control interface compatible with various robot arms, thus enhancing versatility and interoperability within the field.

### 2.8. Online Trajectory Generation with 3D Camera for Industrial Robot

The next presented solution further expands robot programming in a VR environment by looking at physically large objects, such as heavy equipment or a major element of a building. Programming trajectories using a teach pendant requires the programmer to climb on the structures or to utilize a lift to visualize the object in order to record trajectories. Working on top of high objects exposes the programmer to physically hazardous situations; tripping and falling caused 18% of non-fatal work injuries in the US in 2020 [42]. While programming the trajectories, using offline simulation software removes the programmer from the dangerous environment. Offline programming requires either an existing digital model of the object being processed or manual scanning of the object. Drafting a digital model or manually scanning the existing product to create one is a time-consuming and unnecessary phase. To avoid exposing the programmer to hazardous situations and
drafting a digital model of the existing work object, online trajectory generation input using the output of a 3D scanner is presented. In addition, the presented approach consists of reactive generation of robot trajectories saving time consumed on manual programming of the trajectories.

The demonstration setup for this proposed solution consists of a large-scale industrial robot, a 3D scanner mounted on the robot flange, a cylindrical reservoir as a work object, and a workstation PC. AUTOMAPPPS [43,44] reactive offline programming software is installed on the workstation PC to use the processed point cloud data from the 3D scanner as a digital model and generate the trajectories for the robot. The 3D scanner connects to the workstation PC using a USB connection, and the robot connects to the PC utilizing an Ethernet connection. The communication between the robot controller and the simulation software enables the digital shadow of the robot [15]. The interface to the scanner was implemented using a software development kit (SDK) by Photoneo [45]. The demonstration setup is presented in Figure 7.

![Figure 7. The demonstration cell for online trajectory generation at Centria's production automation laboratory and a digital shadow of washing process.](image)

The controlling software installed on the workstation PC initiates scanning of the object from the outer regions of the predefined working space to avoid collision between the camera and the scanned object. The idea is to systematically generate a point cloud of the object, moving from the features farthest away from the object’s center point to those closer to the object’s center point. As a result of the scanning process, a point cloud of the object is created, and the next phase is the 3D model creation followed by the reactive generation of the trajectories. In this setup, the aim is to generate trajectories to pressure wash the reservoir. Reactive generation maintains a pre-defined distance and angle to the object surface to achieve optimal cleaning results. Collision-free path planner also avoids typical obstacles such as ladders on the surface. After the reactive generation of the trajectories is complete, linear, circular, and point-to-point commands are uploaded to the robot controller, and the robotized pressure-washing process starts.

It is possible to utilize the presented online trajectory generation methods for similar industrial processes, such as sandblasting and painting. In addition, the presented solution can be scaled to physically larger objects such as trucks and earth-moving equipment. In Finland, an SME is piloting the solution to develop an autonomous drive-in heavy truck washing facility. The piloting facility is based on the presented approach and is currently in the test phase.

The presented solution includes a digital shadow of the robot station. In addition to the robot’s digital shadow, a digital shadow of the object being processed is created during the process. Including work object shapes in digital shadow or a twin with physically smaller objects has been presented previously by [46,47]. As quantitative metrics, the following key performance indicators have been measured in real-life robotized applications. The production lead time from the start to the manufacturing of the final product is reduced to 10–60 min if compared to conventional programming, which typically takes 60 to 240 min. Time reduction is dependent on the product’s complexity. With the proposed solution, the set-up time is reduced to 45–120 min compared to the conventional programming
approach, which requires at least three days, depending on the complexity of the work object. In non-robotized washing applications, water consumption is typically thousands of liters with large objects, while water consumption is reduced to some hundreds of liters with the proposed solution. In addition, manual labor has been completely removed from hazardous environments.

2.9. Robot Programming of Hard to Transfer Tasks by Manual Guidance

This solution address the challenges of robot programming in a human–robot collaborative environment or, more precisely, programming hard to transfer force-based skills by manual guidance, i.e., human demonstrations. It provides a software and hardware framework that includes both front-end and back-end solutions to integrate programming by demonstration paradigm into an effective system for programming force-based skills. The proposed approach is based on the manual guidance of a robot by a human teacher to collect the data needed to specify force-based skills and consists of two main components: virtual mechanisms and incremental policy refinement [48]. Among the common industrial tasks that can be automated this way are grinding and polishing. Their successful execution relies on the application of proper forces and torques that are exerted through a hand-held tool on a treated surface. The transfer of human expert skill knowledge requires the acquisition of both position and force data. We used various sensing devices for this purpose, e.g., a digitizer equipped with force/torque sensors. Once the data is captured and converted into the desired skill, the skill is executed using the concept of a virtual mechanism, which takes advantage of redundancies stemming from the task and the tool shape [49]. This approach defines a bimanual system consisting of the robot executing the task and the tool, where the tool is modeled as a robot (see Figure 8). The relative position \( \mathbf{p}_r \) and orientation \( \mathbf{q}_r \) of a bimanual system’s end-effector are defined as,

\[
\begin{align*}
\mathbf{p}_r &= \mathbf{q}_1 \ast (\mathbf{p}_2 - \mathbf{p}_1), \\
\mathbf{q}_r &= \overline{\mathbf{q}_1} \ast \mathbf{q}_2,
\end{align*}
\]

where \( \mathbf{p}_1 \) and \( \mathbf{q}_1 \) denote the position and orientation of the robot’s end-effector, \( \mathbf{p}_2 \) and \( \mathbf{q}_2 \) of the tool mechanism’s end-effector, \( \overline{\mathbf{q}_1} \) the quaternion conjugate, and \( \ast \) the quaternion product. The relative pose is used to control the robot via joint velocities.

![Figure 8. A bimanual system consisting of the robot and the tool.](image)

The effect of the virtual mechanism was evaluated on an industrial robot performing a polishing task, i.e., moving a faucet handle and polishing the edges on a rotary polishing machine. The desired point of task execution, in our case the polishing machine, was moved to several different locations inside the robot’s workspace, with the height and orientation remaining constant. The learned task was executed at each of these locations while joint velocities were recorded. The evaluation showed an increase in the robot’s workspace, where the task can be performed, and a significant drop in peak joint velocities.
To reduce the time required for the deployment of robotic skills, it is beneficial if the acquired skill knowledge can be reused. In our system, we make use of incremental learning from demonstration (iLfD) and reversible dynamic movement primitives (DMP) to create a framework that enables the reuse of existing skill knowledge [48]. To assess the effectiveness and efficiency of this approach, we conducted a user study on a case from the shoe manufacturing sector. While the movement for a shoe grinding task was already learned, the users had to teach an appropriate robot movement through manual guidance for a different shoe size (see Figure 9). Two approaches were used: (1) classical manual guidance, where the user had to teach the task from scratch, and (2) the proposed incremental learning, where the user adapted the previously learned movement. With the proposed approach, the position $p$ and orientation $q$ send to the robot controller are defined as,

$$
[p \ q] = [\hat{p} + d_p \ \exp \left( \frac{1}{2} d_o \right) \ \hat{q}],
$$

(2)

where $\hat{p}$ and $\hat{q}$ represent the original pose, while offsets, learned through incremental refinement, are denoted as $d_p$ and $d_o$. With the classical approach, users needed several full demonstrations to teach the appropriate movement. With incremental learning, subjects made only one learning attempt but were able to correct any deviations in the previously learned path incrementally. They were also able to additionally demonstrate the speed profile. The results showed that incremental learning, compared to classical manual guidance, reduces error, shortens learning time, and improves user experience.

![Figure 9](image)

Figure 9. The user teaching movements through incremental learning for a shoe grinding policy. Pushing moves the robot along the learned path, while pulling allows the user to modify it.

2.10. Dynamic Task Planning & Work Re-Organization

Agility in the manufacturing process can be increased by further taking advantage of human-robot collaboration [50]. Both agents can share the workspace and perform the same/similar tasks. In order to overcome the time-consuming process of designing a new human–robot task allocation plan and reducing the time and size of the design team needed for applying a change to an existing line, this module suggests a solution based on a multi-level decision-making framework targeting the dynamic work-balancing among the human operators and robotic resources.

The implemented framework provides optimal scheduling of a predefined set of assembly tasks, by assigning them to available human and robotic resources (mobile or stationary), while also enabling motion planning for the robotic operators. The system is able to gather information about the workflow and the physical environment through a Digital Twin and construct task plans that are feasible, time-efficient, and ergonomic for the operators. While generating alternative schedules, the embedded AI algorithm utilizes both static and simulation data to evaluate the plans and output an optimal one (Figure 10). Through the proposed framework, 3D graphical representation of the environment, process simulation, and embedded motion planning for both humans and robots are provided to support and further enhance the scheduling.
The proposed architecture was tested in a case study inspired by a production line in the automotive industry. Three KPIs were measured to evaluate the planning procedure, including re-configure time, labor safety, and reduction in waiting time. Re-configure time was defined as the average time for the task planner to generate and evaluate new alternative task plans based on new search planning parameters. The estimated result for this KPI was an average duration of approximately 3 min, which was measured through testing. The user via the UI stopped the planning, and the time duration was calculated from this time frame until the end of the planning parameters’ update and planner’s execution trigger.

Labor safety was defined as the total weight of the payload that the operator could handle during a generated task plan execution and to measure it, the reduction in the total weight that the operator handles during the execution of each generated task plan was calculated leading to a result of approximately 50% reduction.

Finally, reduction in waiting time is defined as the reduction in the idle operator time waiting for parts and products to become available or being processed and it was calculated by measuring the operator time during the execution of each generated task plan. The result was that the operator idle time was minimized to almost 60% of the initial idle time.

In conclusion, the proposed decision-making framework demonstrates significant potential to enhance production agility and efficiency within hybrid production systems. By seamlessly integrating task scheduling and resource motion planning, the solution offers a robust, industry-ready approach that addresses the challenges of modern manufacturing environments. The successful application of this framework in a real-world scenario underscores its ability to drive innovation and elevate the state of the art in human–robot collaboration.

### 2.11. Projector Based GUI for HRC

As mentioned, task sharing in human–robot collaboration can increase the agility of manufacturing. When tasks are shared in the same working area and the product being manufactured is constantly shared by the operator and the robot, the cognitive load of the operator increases considerably. The human safety aspect also needs special consideration in such a setup. As the human needs to focus on his or her own task while similarly keeping an eye on the robot’s actions, it is very demanding to keep the focus on important and relevant topics. As the field of vision needs to be on the performed task following instructions on a separate screen is difficult, especially if the collaborative area and the product being manufactured is large. The collaborative application may also require two hand operations, so giving inputs to the robot, such as pressing a button, is demanding. The proposed solution combines these features by proposing a projected interactive user interface for human–robot collaboration, as shown in Figure 11.

The module is part of a demonstration setup of a vision-based safety system for human–robot collaboration in the assembly of diesel engine components. A dynamic 3D...
map of the working environment (robot, components + human) is continuously monitored and updated by depth sensor and utilized for safety and interaction between the human and the robot with virtual GUI. The robot’s working zone is augmented for the user to provide awareness of safety violations. Virtual GUI aims to provide instructions for the assembly sequence and map proper UI as the controller of the system.

The workspace is monitored by the Kinect v2 sensor, which can be installed at the ceiling overseeing the whole working area. A standard 3LCD projector is used to project the safety borders and the user interface components on the working tabletop. The system is ROS-based running on a single laptop computer with the ROS Melodic distribution. It uses a modified version of ur_modern_driver and universal_robot ROS packages to establish a communication channel between the robot low-level controller and the projector ROS node. The iai-kinect2 ROS package is used to receive data from the Kinect-2 sensor and further transmit it to the projector node. The sensor monitors the activation of the interface components. The projector node is responsible for creating RGB images of the current status of the workspace for the projector and sending start and stop commands for the robot controller. Robot joint values are used to calculate the shape and position of the safety border. The information area content and the interface buttons are based on the system data. To help the operator, the projector interface provides instructions on how to execute the current task. Research has shown that tasks performed with the help of the safety system can be completed 21–24% faster. Robot idle time is reduced by 57–64% [51].

Using a vision-based safety system can decrease operator violation of robot safety zones by decreasing the possibility of human error. As a result, this can lead to reduced production cycle time, where a human does not stop production lines by these mistakes. Here, proper GUI notifies the human of the violating robot’s working zone and assists the human to avoid this error. Based on user tests and surveys, both scenarios have vision-based safety systems compared to the baseline, where the robot was not moving in the same workspace with an operator. The result of this experience can be explained by measuring the robot’s idle time and total execution time.

To sum up, the proposed projection system provides a new approach for flexible user interfaces in human–robot collaboration. As part of a vision-based safety system, the interface can increase HRC production cell performance while maintaining operator safety. The system has been tested with small collaborative robots where the projection surface is the tabletop. Currently, we are working on scaling up the system to full-size industrial robot work cells, where the UI will follow the operator on a movable table.

2.12. Safe Human Detection in a Collaborative Work Cell

Human safety is paramount in a human–robot collaborative work cell. Isolating the robotized production cell with physical fences and locked doors is a conventional solution to guarantee the safety of the human workers sharing the production floor with robots.
While physical fences and locked doors provide a high degree of safety, the disadvantages are a static requirement of floor space and the inflexibility of human–robot collaboration (HRC). As an alternative approach, safety devices allow the dynamic use of floor space and flexible HRC. Laser scanners, programmable light curtains, and microwave radars are safety-approved devices that enable fenceless and highly configurable safety areas for robotized production cells. Safety standards help to minimize the risk of injury to people who work with or around robots. Existing standards ensure that robots meet minimum quality, reliability, and functionality levels. They can also help developers and customers compare different robots and select the best one for their needs. In addition, standards help regulatory bodies develop appropriate guidelines for using robots in different contexts, such as manufacturing. Despite the importance of standards, standardization is needed behind the fast evolution of new technologies that enable safe human–robot collaboration. Standardization is typically a slow and time-consuming process involving multiple parties and organizations. The presented module includes multiple approved safety devices enabling standardized and flexible safety solutions. The flexibility is further enhanced using additional safety devices.

The module provides a solution for setting up the safety zones of an industrial robot production cell featuring flexible use of the cell. Safety is achieved by utilizing multiple safety devices in a single production cell and defining multiple safety zones in the work cell shared by robot and human workers. The first zone, physically further from the robot, slows down robot movements allowing the robot to continue working. The second zone, physically closer to the robot, stops the robot. The module utilizes commercially available safety products to create safety zones and detect human workers’ locations in the robot cell, ensuring their safety by slowing down or stopping the robot as it approaches the robot. The module also provides information about the work cell status to the end user; for example, by utilizing visual or audible signaling devices. In addition to configured safety zones, areas are monitored utilizing duplicated safety devices, and the user can choose which devices are more suitable for the current task.

The demonstration setup at the Centria production automation laboratory consists of a large-scale articulated industrial robot and a linear track; the setup is presented in Figure 12. Since there is a wall behind the robot, it is possible to approach the robot from the left, right, and front. The front side of the robot is monitored by a laser scanner installed at the center of the linear track base and a safety light curtain in front of the robot cell. The laser scanner has two programmed safety zones; the first is programmed to slow the robot’s motion if a human worker is approaching the robot but is still outside the robot’s reach area, and the second is programmed to stop the robot if the zone is entered. The safety light curtain is a secondary safety device utilized if an obstacle in front of the robot blocks the safety laser scanner.

A programmable safety light curtain monitors the right-hand side approach direction and is configured to allow specific shapes to enter the robot’s reach area. In this case, the light curtain is programmed to allow only a specific mobile robot to enter the robot cell. Additional shapes can be programmed in the future to enable, for example, a four-legged mobile robot to access the cell.

A horizontally mounted laser scanner and three microwave radar units monitor the left approach direction. Fog, dust, and smoke can cause optical sensors, such as a laser scanner, to cause false intrusion detection in industrial environments. Microwave radars are immune to the aforementioned factors and are utilized to prevent false detection. By using a microwave radar system and a laser scanner, it is possible to improve the total reliability of the safety system.
The safety-approved devices connect to digital inputs and outputs of an approved programmable logic controller (PLC). The PLC is connected to the industrial robot controller using a bi-directional field network connection. A touchscreen human–machine interface (HMI) panel enables workers to visualize states, reset tripped safety devices, and select between the duplicated safety devices. In addition to the HMI, a traffic light module featuring green, orange, and red beacons is installed in the robot station to signal the human workers about the state of safety devices. Green, orange, and red lights indicate normal operation at full speed, violation of the outer zone and robot speed is reduced, and violation of the reach area and the robot is stopped, respectively.

In addition to the safety-approved devices, additional safety devices were developed as reported by [52]. An indoor positioning system based on Bluetooth 5.1. standard (BLE) enables direction-finding features, allowing centimeter accuracy in indoor positioning. This can be used to enhance safety while operating in robotized environments. This technology allows real-time tracking of both mobile robots and people operating in the same environment. Moreover, 360° cameras allow the monitoring of horizontal and vertical directions on a unit sphere using a single shot capture. Combined with machine learning, people can be detected in real time with high accuracy. Additional safety devices contribute to agile manufacturing by enabling the detection of human workers inside the production environment.

This module also connects to previously mentioned solutions regarding training and programming in a VR setting; see Sections 2.6 and 2.7. By implementing a digital twin [53] of the demonstration setup, virtual HRC training and a robot station risk assessment is possible. The digital replica of the robot station was created using Unity3D [54] and the development is reported in [55]. The bi-directional communication layer bridges the physical and digital twins together to enable realistic safety training in the virtual environment. The communication layer is based on the MQTT-protocol [56] transferring robot and safety device status and control data between the twins.

Transitioning from collaborative robots to heavy industrial robots can pose significant risks and potential harm to operators. In the context of shifting to larger-scale layouts within industrial environments, the integration of VR training emerges as a potent solution. This approach enables risk-free practice in complex setups, thereby improving spatial awareness and overall operational performance. An example of this application can be observed in work by Mastas et al. [57], where a highly interactive and immersive virtual environment was utilized for assembly training with smaller industrial robots, addressing safety concerns such as contacts and collisions.

To investigate the transition of mid-heavy component assembly to robots, an HRC (human–robot collaboration) pilot was established at Tampere University’s laboratory, focusing on engine assembly. This collaborative cell follows a coexistence application, where humans and robots perform tasks separately. However, to enhance productivity and
efficiency by utilizing a larger and faster industrial robot compared to cobots such as the UR5, we explore the levels of speed and separation monitoring for collaboration, following ISO/TS 15066 [58] guidelines.

A comprehensive risk assessment of this cell was conducted, and layout optimization was achieved through iterative processes within a digital twin replica using simulation software. Laser scanners are integral to the safety system, tracking human positions in relation to the robot’s movements. After iterative considerations and safe implementation, the integration of a single laser scanner was determined. Safety distances play a crucial role, necessitating the strategic positioning of the engine to limit the robot’s access and minimize potential hazards as identified in the risk assessment. This critical phase led us to employ a systematic approach, employing the ISO 13855 [59] standard equation (Equation (3)) for calculating safety distance $S$ in the horizontal detection zone as

$$S = (K \times T) + 8(d - 14)$$

where $K$ is the approach speed (of hand or body) in mm/s, $T$ is the stopping time of the machine (including reaction time of safety devices) in seconds, and $d$ is the light curtain’s resolution in mm.

The ABB IRB 4600 manuals aided in determining stopping times based on category one extension zones, while the laser scanner’s technical specifications guided its detection capability assessment.

Consequently, two zones were defined to control robot speed. Additionally, light curtains were integrated to monitor any user’s entry into the collaborative space, enabling a protective stop of the system. Following the physical system setup, the virtual reality safety training concept, as discussed in [60], was developed using the UNITY game engine. This training aims to educate users about safety measures concerning robots and safety devices, including hazardous risks related to safety distances and boundaries. The VR application also highlights events that trigger human safety concerns. The feasibility study of the VR technology was conducted in collaboration with the robotics research group to analyze this integration. The study concluded that the VR training system offers significant benefits compared to traditional training methods, considering both use case and technical criteria. For further studies, KPIs such as time completion, training time, and number of violations of hazardous areas will be measured in a full assembly scenario.

2.13. Adaptive Speed and Separation Monitoring for Safe Human-Robot Collaboration

In the current industrial practice, physical fences and locked doors are the main safety measures that provide a high degree of human safety, but such methods do not boost the human–robot collaboration characteristic of the system. As presented in the previous Section 2.12, multiple safety devices can be integrated to introduce so-called digital barriers. The benefits of digital barriers, monitored by sensors, have become evident [61] as they increase the dynamic capability of the manufacturing cell, increase the use of current industrial tools that minimize the ergonomic risks for humans, and minimize the costs compared to physical fences. However, simply replacing physical fences with virtual ones does not ensure high flexibility in human-robot collaboration. The last presented solution tackling human safety addresses this by creating a human–robot collaborative cell (see Figure 13) with virtual fences around the industrial robot, rather than the entire cell. This increases the dynamic capability of the zone and minimizes the restricted area to only what is necessary for each production step, moving beyond the current state of the art. Additionally, this solution enables the integrators to use typical industrial robots and easily place them next to the operators, taking advantage of their capabilities and operating safely, instead of using certified collaborative robots that have limited capabilities, i.e., smaller payload.
To enable the aforementioned functionality, a complex architecture has been designed and implemented, comprising safety sensors, safety PLCs, and the robot controller. Central to this architecture is a safety-certified sensor, composed of three cameras, that oversees the workspace and detects the occurrence of any violation of the safety zones. Managing the exchange of signals, the safety PLC collaborates with the robot’s PLC, which transmits the robot’s operational status and identifies potential emergency situations. Beyond the hardware elements, intelligent algorithms have been integrated and executed within each device’s controller. Within the safety camera’s controller, all the sets of safety zones, referred to as zone arrangements, are designed. At the same time, the safety PLC is responsible for triggering a specific zone arrangement for the camera to monitor, according to the robot’s current position. The robot’s position is constantly communicated to the safety PLC by the robot controller, which also waits for safety signals to react in case of violation by regulating the robot’s speed or stopping the robot’s movement entirely. The safety system discussed above enables humans to work alongside an industrial robot in the same workspace while ensuring safe separation, and hence enabling collaboration with cobots that may not be certified for HRC applications. In contrast to conventional physical or stationary virtual fences utilizing light barriers, this system allows the operator an expanded workspace within the cell. By optimizing the robot’s working area and utilizing compact, dynamically adjusted safety zones instead of larger and rigid ones. This configuration increases the available working space for the operator enabling parallel operations alongside the robot and subsequently enhancing the overall cycle time. The assessment of the system under real production scenarios showed a 24% reduction in cycle time [62] for the examined production processes when shifting from fixed to dynamic safety fences, highlighting the benefits of this approach.

To sum up, the proposed safety system introduces an innovative method for facilitating secure human–robot collaboration. It establishes dynamic virtual boundaries around the robot, that follow the robot’s movement. The deployment of the proposed system results in more flexible and productive workstations by allowing safe and optimized co-existence and synergy between human and robotic operators.


The last presented solution tackled in this paper: automated ground vehicles. Their use can increase the agility of the manufacturing process, especially if combined with other
emerging technologies usable in intralogistics. The mobile robot environment detection module consists of three sub-modules. An overview of the system design can be seen in Figure 14. Each of these serves as an example of a type of basic interaction that should be implemented during mobile robot applications. The performance of the robot’s task, i.e., its movement, is basically generated based on the information available from the environment and observed from it, which in the case of this demonstrator, is represented by line tracking and camera image processing. In several cases, the robot must also communicate with external equipment, which is characterized by the exchange of information with the vending machine. And thirdly, instructions appear on the human-readable text card symbolizing the increasingly frequent human–robot communication, which appears in the form of image processing with optical character recognition (OCR). This solution, in the form of a demonstrator, offers testing, evaluating, and combining various technologies that enable the execution of various tasks by automated ground vehicles.

Figure 14. Mobile robot demonstrator system design.

3. Conclusions

Several solutions for increasing the agility of the manufacturing processes are presented in this paper. In the area of robot work cell development, solutions for automating THT-PCBs and determining optimal placements and postures of reconfigurable fixtures are presented. Another area with a potential for increasing agility is simulation. We propose several simulation-based solutions including the generation of synthetic data for computer vision, where the presented module focuses on a bin-picking scenario. We also propose using simulation for designing and evaluating IoT networks, which play an important role in connected smart factories. A related solution uses IoT networks for predictive maintenance without undergoing standard digitization processes. By implementing a virtual robot cell, a simulation environment can be used for production prototyping and training, which drastically reduces the downtime of the production line. If simulation is enhanced
with digital twins and VR, it can be used efficiently for programming of work cells and robot programming, e.g., trajectory planning for physically large workpieces. To ease the programming of hard-to-transfer force-based tasks, one of the presented solutions leans on programming by demonstration, where manual guidance is used. Some other solutions deal with human workers that share tasks in a common workspace with a robot, thus requiring human robot collaboration. One of our solutions dynamically allocates tasks between agents, while another presents relevant information to the human worker via a projected GUI. As human safety is paramount in human–robot collaboration, a lot of solutions in this paper focus on it: how to use various sensors to detect humans without the need for physical barriers, how to use this information to execute safe robot movements, and the use of a VR settings for safety evaluation. The area of automated ground vehicles is also touched upon with a demonstrator combining various emerging technologies.

The proposed solutions stem from the EU-funded TRINITY project and are focused on increasing the agility of the manufacturing sector. To design these novel technologies, they implement methodologies that show promise and are at the cusp of industrial integration. To ease implementation they were (re)designed as stand-alone modules. They are currently at least TRL 5 and exploit several key paradigms from the robotics and AI sectors. They were validated through various manufacturing-related KPIs in the relevant industrial settings and further improved and adapted. As part of laboratory testbeds, they enable further analysis, adaptation, and evaluation prior to industrial implementation. As the main targets of our work are SMEs, they are designed with affordability and ease of use in mind. By making them modular, easy to implement and test, well-evaluated, and affordable, the proposed solutions can benefit the manufacturing sector by increasing the agility of industrial production.
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Mobile Robot Environment Detection: Stores the trained characters to be later compared to images in the read phase of the optical character recognition process. No requirements to access, dataset is available at: https://zenodo.org/record/6344794.
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Abbreviations

The following abbreviations are used in this manuscript:

- SME Small and Medium-sized Enterprises
- PCB Printed Circuit Board
- WSN Wireless Sensor Networks
- IoT Internet of Things
- AI Artificial Intelligence
- HRC Human-Robot Collaboration
- GUI Graphical User Interface
- TRL Technology Readiness Level
- THT Through-Hole Technology
- SMD Surface Mount Device
- IoT Internet of Things
- IIoT Industrial Internet of Things
- VR Virtual Reality
- DLP Digital Light Processing
- UI User Interface
- HMI Human Machine Interface
- AGV Automated Ground Vehicles
- CAD Computer Aided Design
- TCP Tool Center Point
- IDS Intrusion Detection System
- VPN Virtual Private Network
- MMS Manufacturing Management Software
- KPI Key Performance Indicator
- OPC UA Open Platform Communications United Architecture
- iLdD Incremental Learning from Demonstration
- DMP Dynamic Movement Primitives
- HRC Human Robot Collaboration
- ROS Robot Operating System
- RGB Red, Green and Blue
- PLC Programmable Logic Controller
- BLE Bluetooth Low Energy
- OCR Optical Character Recognition
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